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Abstract: In most social surveys, the elderly institutionalized population is not part of the target population because it is considered as hard-to-reach and hard-to-interview. The deliberate exclusion of institutionalized elderly from survey samples might cause bias, like previous studies investigating institutionalized elderly persons and their transition to institutions implied. We use a Monte Carlo simulation based on cross-national samples of the Survey of Health, Ageing and Retirement in Europe (SHARE) to test whether the noncoverage and undercoverage of the elderly institutionalized population lead to biased estimates. Moreover, we examined to what extent weights could be used to correct for the underrepresentation of the institutionalized population. Our results show that noncoverage leads to biased estimates in two health-related variables. With respect to undercoverage, the precision of all estimates is better, especially if weights accounting for the hard-to-survey population are applied.

Introduction

Large national and cross-national survey programs aim to enable their users in science and the wider public to draw conclusions for the so-called general population, which comprises all residents living in a certain country or region. However, due to practical and financial reasons, surveys usually do not cover the entire population and deliberately exclude certain groups. In round 8, the European Social Survey (ESS) defined its target population as “[a]ll persons aged 15 and over (no upper age limit) resident within private households in each country, regardless of their nationality, citizenship or language” (ESS Sampling Expert Panel 2016, 5). This definition excludes children, the homeless population, and the population living in institutions, such as prisons, retirement and nursing homes, or refugee accommodations. As another example, the Health Survey for England (HSE) “was designed to be representative of the population living in private households in England. Those living in institutions were outside the scope of the survey” (Craig et al. 2015, 13).[1]

The deliberate exclusion of institutionalized residents can be explained with pragmatic reasons on the
basis of cost-benefit analyses. Following Tourangeau's classification of hard-to-survey populations (2014), elderly persons living in institutions can be classified as hard-to-reach and potentially hard-to-interview (Feskens 2009; Schanze 2017). Gatekeepers, such as staff working in institutions or relatives, might prevent interviewers from getting to the respondents because they aim to protect them (see Neuert et al. 2016). Moreover, as the summary of research findings in this paper shows elderly institutionalized residents are more likely to be older and suffer from various non-cognitive and cognitive impairments, which render them more difficult to be interviewed with standard questionnaires (see Sangl et al. 2007).

As long as it can be assumed that excluded parts of the population do not differ to a significant extent from the included survey population, the restricted definition of the target population would not have any negative impact on the generalizability of survey results. This study tests this assumption with regard to the elderly institutionalized population. It is motivated by the following overarching research questions: To avoid coverage bias, do survey programs need to make additional efforts to extend their coverage to the institutionalized population? And secondly, to what extent do survey weights help to counterbalance potential bias due to noncoverage and undercoverage?

Bias in survey results can be driven by two factors: the size of the institutionalized population and the distinctiveness of this population with respect to any variable of interest (Groves et al. 2009; Lessler and Kalsbeek 1992). Regarding the size of the institutionalized population, the latest European census in 2011 counted a cross-national share of 1.3% of institutionalized residents (Eurostat 2015, 45).[2] This proportion gets larger in the age cohorts older than 50 years (1.9%), older than 65 years (3.3%), and in the oldest age cohorts older than 80 years (8.5%).[3] The majority of the institutionalized elderly lives either in health care institutions or retirement and nursing homes (Eurostat 2015). In 2011, this group comprised nearly 2.7 million people and was by far the largest group within the European institutionalized population (ibid.).

As the second factor of coverage bias, the statistical distinctiveness of the institutionalized population comes into play. Moving to a retirement or nursing home implies a strong (self-)selection mechanism. Previous research in the fields of gerontology, medicine, and public health has identified a number of variables that differed significantly between the community-dwelling population living in private households and the institutionalized population (see Section 3). These variables measured socio-demographic, socio-economic, and medical characteristics and are potentially sensitive to coverage bias when institutionalized residents are not covered or undercovered. These differences limit the capacity to make an inference to the whole population, if estimates are based on data that excludes the institutionalized population.

Coverage bias is difficult to quantify, since information about the noncovered population usually is missing (Lessler and Kalsbeek 1992). Our approach uses the data from the Survey of Health, Ageing and Retirement in Europe (SHARE) to run a Monte Carlo simulation. In Europe, SHARE is the only large cross-national survey that has covered the elderly institutionalized population in a comprehensive way (see Schanze 2017). In our simulation, we do not manipulate the statistical distinctiveness of institutionalized residents compared to community-dwelling residents, since this information is contained in the SHARE data. Instead, we alter the coverage rates of institutionalized residents and simulate noncoverage and different degrees of undercoverage. We use the Monte Carlo simulation to detect a possible bias in sample estimates. Moreover, we assess the possibilities and limitations of using survey weights to compensate for the exclusion and inadequate inclusion of the institutionalized population. Our research could be of interest to survey researchers and researchers working with survey data, especially on health or aging.
This paper is structured as follows. In the next section we introduce the concept of coverage bias and also elaborate on the idea of counterbalancing the bias with sample weights. The third section summarizes the previous research on the statistical distinctiveness of the population living in institutions for the elderly. Following this summary, we advance our hypotheses in the fourth section. The fifth section describes the survey data we used and how we processed the data to compile an empirical population for our simulation. In the sixth section, we explain our Monte Carlo simulation approach. This section also describes the weights we applied to the samples. In the seventh section, we present and discuss the results of the Monte Carlo simulation for different conditions of coverage and different weighting schemes. Finally, we draw our conclusion in the last section.

The concept of coverage bias

Analyses of the impact of undercoverage or noncoverage in given survey data are confronted with uncertainty because data on the undercovered parts of the target population is missing by definition (Lessler and Kalsbeek 1992). Very few studies have examined the possible bias if elderly institutionalized respondents are excluded from social surveys. Using a Swedish panel of the population aged 77 years or older, Kelfve and colleagues concluded that limitations in activities of daily living (ADL), restriction of mobility, and psychological problems would be significantly underestimated if 22% of the institutionalized sample units were left out (2013). A Dutch pilot survey of elderly homes and nursing homes found that institutionalized residents had more physical limitations and were in poorer health (Feskens 2009). Since the results were based on a small sample of less than 300 institutionalized respondents, the author concluded cautiously that “excluding residents of elderly and nursing homes may bias survey estimates about the elderly on important population characteristics” (ibid., 95).

The literature on undercoverage mainly covers the issue of frame imperfections, when elements of the target population are excluded from the sampling frame. In the case of institutionalized populations, noncoverage does not arise from frame imperfections. Institutionalized residents are excluded deliberately from most social surveys, which in general leads to biased results. An exclusion from a survey can be organized in two ways. Either the institutionalized residents are cutoff from the sampling frame (see Särndal et al. 1992, 531), or they remain in the sampling frame and are exempt from measurement if sampled. The two procedures have different implications for statistical inference, in particular for the sampling variance, but their estimation bias can be the same. In the following, we only focus on the case of cut-off sampling.

Suppose we have a population of \( N \) residents who are fully enumerated, so we can create a set of unique indices in which each indice belongs to one element of the population and one element only. This set of indices \( \mathcal{U} = \{1, \ldots, i, \ldots, N\} \) is our sampling frame, where \( i \) is the indice associated with the \( i \)-th person in the population. We denote the set of indices of the institutionalized population as \( \mathcal{U}_I \). The set of indices of the non-institutionalized population is then given by \( \mathcal{U}_p = \mathcal{U} \setminus \mathcal{U}_I \).

If our variable of interest is a real valued and positive variable \( y \), in cut-off sampling its total for the private population \( \hat{\tau}_{p,y} = \sum_{i \in \mathcal{U}_p} y_i \) can be estimated by \( \hat{\tau}_{p,y} = \sum_{i \in \mathcal{S}_p} \frac{y_i}{\pi_i} \), where \( \mathcal{S}_p \) is our sample from \( \mathcal{U}_p \), i.e. \( \mathcal{S}_p \subset \mathcal{U}_p \), \( y_i \) is the observation of variable \( y \) for the \( i \)-th element in the frame, and \( \pi_i \) is the probability for including the \( i \)-th person in the sample from \( \mathcal{U}_p \). If we are interest in estimating the total of the entire population \( \tau_y = \sum_{i \in \mathcal{U}} y_i \), then \( \hat{\tau}_{p,y} \) is biased for \( \tau_y \) if \( \hat{\tau}_{I,y} = \sum_{i \in \mathcal{U}_I} y_i \neq 0 \).
To reduce a potential bias, a ratio estimator can be used instead of $\hat{T}_{p, y}$. If we know the population total $\tau_x$ of a real valued and positive auxiliary variable $x$, that is also measured in the survey, we are able to construct the following estimator:

$$\tilde{\tau}_{p, y, ra} = \frac{\tilde{T}_{p, y}}{\tilde{\tau}_{p, x}},$$

where $\tilde{T}_{p, x} = \sum_{i \in s_p} \frac{x_i}{\pi_i}$. Estimator $\tilde{T}_{p, x}$ is consistent for $R_p = \frac{\tau_p}{\tau_{p, x}}$ with $\tau_p = \sum_{i \in U_p} x_i$. Thus, an approximation to the expected value of $\tilde{T}_{p, y, ra}$ is $\tau_x R_p$.

The bias of estimator $\tilde{T}_{p, y, ra}$ is given by:

$$B(\tilde{T}_{p, y, ra}) = \tau_x R_p - \tau_y = (\tau_{x, p} R_p - \tau_{y, p}) + (\tau_{x, 1} R_p - \tau_{y, 1})$$

and $B(\tilde{T}_{y, ra}) = 0$ if $R = \frac{\tau_x}{\tau_y} = R_p$, if the ratio between auxiliary variable $x$ and $y$ is the same in the private population and the entire population (see Särndal et al. 1992, 532).

Another class of estimator that could be used to reduce the potential bias of $\tilde{T}_{p, y}$ would be the regression estimator. In this case, we use known totals of $J$ auxiliary variables, given by $\sum_{i \in U} x_{ij} = \tau_{x, j}$ for $j = 1, \ldots, J$, where $x_{ij}$ is the value of the $j$-th auxiliary variable of the $i$-th person in the sampling frame.

We denote the vector of the auxiliary variables for the $i$-th person as $\mathbf{x}_i = (x_{i1}, \ldots, x_{ij})'$.

The general regression estimator for $\tau_y$ based on $s_p$ can be written as:

$$\hat{T}_{p, y, re} = \tilde{T}_{p, y} + \sum_{j=1}^{J} \left( \tau_{x, j} - \tilde{T}_{p, x, j} \right) \hat{B}_{p, j},$$

where $\tilde{T}_{p, x, j} = \sum_{i \in s_p} \frac{x_{ij}}{\pi_i}$, and $\hat{B}_{p, j}$ is the $j$-th component of the vector of regression coefficients (see Särndal et al. 1992, 225):

$$\hat{B}_p = \left( \hat{B}_{p, 1}, \ldots, \hat{B}_{p, J} \right)' = \left( \sum_{i \in s_p} \frac{x_i x_i'}{\pi_i} \right)^{-1} \sum_{i \in s_p} \frac{x_i y_i}{\pi_i}$$

If $\hat{B}_p$ is unbiased for $B = \left( \hat{B}_{1, \ldots, \hat{B}_J} \right)' = \left( \sum_{i \in U} x_i x_i' \right)^{-1} \sum_{i \in U} x_i y_i$, the regression coefficients of the entire population, then any bias in $\tilde{T}_{p, y}$ would be corrected by the second term in $\hat{T}_{p, y, re}$.

The regression estimator $\tilde{T}_{p, y, re}$ also can be written as:
$$\hat{r}_{p,y,\text{re}} = \sum_{i \in s_p} \left[ 1 + \left( \frac{\tilde{r}}{\hat{r}_{p,x}} \right) \hat{T}^{-1} x_i \right] y_i$$

where $\tilde{r}_x = (\tau_{x1}, \ldots, \tau_{xJ})^t$, $\hat{r}_{p,x} = (\hat{r}_{p,x1}, \ldots, \hat{r}_{p,xJ})^t$, and $\hat{T} = \sum_{i \in s_p} \frac{x_i x'_i}{\pi_i}$. If we define $g_i = 1 + \left( \tilde{r}_x - \frac{\tilde{r}}{\hat{r}_{p,x}} \right) \hat{T}^{-1} x_i$, we can express $\hat{r}_{p,y,\text{re}}$ as:

$$\hat{r}_{p,y,\text{re}} = \sum_{i \in s_p} g_i \pi_i^{-1} y_i = \sum_{i \in s_p} w_i y_i$$

where $w_i = g_i \pi_i^{-1}$. This expression of the regression estimator highlights its similarity to calibration estimators. With respect to calibration estimators, the so-called design weights, given by $\pi_i^{-1}$, are adjusted by a $g_i$ such that $\sum_{i \in s_p} = g_i \pi_i^{-1} x_i = \tilde{r}_x$. This adjustment is done so $g_i$'s are as small as possible, while still fulfilling the calibration condition $\sum_{i \in s_p} = g_i \pi_i^{-1} x_i = \tilde{r}_x$. If as a distance measure between $g_i \pi_i^{-1}$ and $\pi_i^{-1}$ the chi-square distance is used, the calibration method leads to the regression estimator (see Särndal 2007, 106). Thus, the condition that ensures that $\hat{r}_{p,y,\text{re}}$ is unbiased, i.e., the expected value of $\hat{r}_{p,y,\text{re}}$ is equal to $\hat{B}_p$, is the same that ensures that the calibration estimator is unbiased.

Research findings: How do the elderly in institutions differ?

For more than two decades, a growing body of scientific literature in the fields of gerontology and public health have examined the elderly institutionalized population. Various variables have been identified as predictors of transitions from private households to retirement homes and nursing homes. Moreover, comparative analyses of community-dwelling elderly and elderly living in institutions have shown significant differences in various respects. All these studies offer first insights into the statistical distinctiveness of the institutionalized population. The following paragraphs provide a summary of previous research findings. In this section and in Tables 2 and 3 (see Appendix A), we list only the variables that explain institutionalization in multivariate models that control for different confounding variables. If a certain variable explains institutionalization or differs between the community-dwelling population and the institutionalized population, it possibly is subject to coverage bias in social surveys whenever institutionalized residents are excluded from these surveys.

Demographic variables

Demographic and socio-economic variables are very stable, unchanging characteristics of individuals, which is why they belong to the group of predisposing factors for the need of health care (Andersen 1995). They are a first group of strong explanatory factors for the institutionalization of the elderly (see Table 2 for an overview of variables and studies). Across countries and survey designs, nearly all studies found a positive effect of increasing age on institutionalization (e.g., Angelini and Laferrère 2012; Castora-Binkley et al. 2014; Einio et al. 2012; Gaugler et al. 2007; Laferrère et al. 2012; Luppa et al. 2010b; Maxwell et al. 2013; McCann et al. 2012; Rodríguez-Sánchez et al. 2017; Thomeer et al. 2015). The effect of gender on the likelihood of institutionalization is inconclusive in literature. While some studies conclude that female gender increases the likelihood of institutionalization (e.g., Bravell et al. 2009; Kasper et al.
2010; McCann et al. 2012), other studies come to the opposite conclusion, and found a positive effect of male gender (e.g., Gaugler et al. 2007; Luppa et al. 2010b; Martikainen et al. 2009; Pot et al. 2009). The contradictory results can be explained due to the influence of cross-national particularities, different study designs, different times of data collection (see Einio et al. 2012; Himes et al. 2000), and also the strong multicollinearity of gender with other explanatory variables (Einio et al. 2012; Nöel-Miller 2010).

**Socio-economic variables**

In several studies, socio-economic variables also belong to the group of predisposing factors with significant explanatory power. Residents who own and live in their own houses have a lower probability of moving to institutions for the elderly (e.g., Einio et al. 2012; Gaugler et al. 2007; Luppa et al. 2010b; McCann et al. 2012; Thomeer et al. 2015). Using regional panel data from Sweden, Bravell and colleagues detected a negative correlation between a rising socio-economic status and the likelihood of institutionalization (2009). Some studies have found that both a higher education (Asakawa et al. 2009; Einio et al. 2012) and a higher income (e.g., Angelini and Laferrère 2012; Gaugler et al. 2007; Laferrère et al. 2012; Martikainen et al. 2009; Thomeer et al. 2015) are protective factors against institutionalization. However, two other studies have found the opposite direction of relationship for education and income in other studies. These recent studies using U.S. panel data observed a growing probability of institutionalization with a better education (Castora-Binkley et al. 2014; Thomeer et al. 2015). Concerning income, Rodríguez-Sánchez and colleagues observed a lower probability of institutionalization for individuals with a low household income (2017). Differences at the macro-level with respect to the long-term care system and the care culture could help to explain some of the contradictory results with respect to socioeconomic status (Geerts and Bosch 2012; Laferrère et al. 2012; Suanet et al. 2012).

**Social networks and informal care**

Marital status and family networks are highly significant independent variables in many studies that aim to explain the institutionalization of the elderly. These variables work as enabling resources, which can protect residents from institutionalization (1995). Indeed, being married protects community-dwelling residents from transition to institutions (e.g., Castora-Binkley et al. 2014; Gaugler et al. 2007; Luppa et al. 2010b; Rodríguez-Sánchez et al. 2017) compared to larger odds of institutionalization for residents who are not married (e.g., Asakawa et al. 2009; Bravell et al. 2009; Thomeer et al. 2015), widowed (Angelini and Laferrère 2012; Einio et al. 2012; Nöel-Miller 2010; Thomeer et al. 2015), or divorced (Thomeer et al. 2015). As a consequence, living alone (e.g., Gaugler et al. 2007; McCann et al. 2012; Pimouguet et al. 2016) without a partner in the household (Désesquelles and Brouard 2003; Laferrère et al. 2012) increases the likelihood of institutionalization, whereas co-residence with a partner and/or children decreases the likelihood of institutionalization (Angelini and Laferrère 2012; Kasper et al. 2010; McCann et al. 2012; Rodríguez-Sánchez et al. 2017; Thomeer et al. 2015). Apart from a partner, some studies also observed a negative effect of having (grand-)children (e.g., Kasper et al. 2010; Nöel-Miller 2010; Rodríguez-Sánchez et al. 2017) on institutionalization. Marital status and family networks, as well as additional social networks are closely linked to availability of informal care in private households. Smaller social networks (Hays et al. 2003; Luppa et al. 2010b; Maxwell et al. 2013) increased the probability of institutionalization.

**Health-related variables**

Health-related variables are strong predictors of institutionalization across all kinds of study designs within different countries (see Table 3 for an overview of significant explanatory variables). First,
Autonomy and mobility

Often, following a critical state of health, an elderly person’s ability to cope with autonomous daily living is diminished. With respect to the likelihood of institutionalization, studies have found a positive influence of so-called limiting long-term illnesses (Grundy and Jitlal 2007; McCann et al. 2012), functional impairments (Luppa et al. 2010b; Maxwell et al. 2013; Pot et al. 2009), mobility difficulties (Hays et al. 2003; Thomeer et al. 2015; Toot et al. 2017; Von Bonsdorff et al. 2006), motor limitations (Angelini and Laferrère 2012), and physical dependency (Désesquelles and Brouard 2003). Closely related to the concept of physical dependency, many studies have examined limitations in basic activities of daily living (ADL) and instrumental activities of daily living (IADL). ADL includes limitations in walking, dressing, eating, bathing, going to the toilet, and getting in and out of bed. IADL measures limitations with respect to managing money, preparing meals, getting groceries, using the telephone, and taking medications. Studies have found that both ADL (e.g., Bravell et al. 2009; Gaugler et al. 2007; Laferrère et al. 2012; Rodríguez-Sánchez et al. 2017; Thomeer et al. 2015; Toot et al. 2017) and IADL (e.g., Castora-Binkley et al. 2014; Laferrère et al. 2012; Thomeer et al. 2015; Toot et al. 2017) often are very strong predictors of institutionalization.

Previous research suffers from two limitations. First, many studies relied on regional data in the absence of national data (see Agüero-Torres et al. 2001; Bravell et al. 2009; Hancock et al. 2002; Hays et al. 2003; Maxwell et al. 2013; Pimouguet et al. 2016; Riedel-Heller et al. 2000; Von Bonsdorff et al. 2006). Second, analyses are more difficult to carry out due to the very small number of institutionalized residents. The small number of respondents might also serve as an explanation for some of the contradictory results.

Our study contributes to the current research by testing the impact of noncoverage and undercoverage with a larger dataset of institutionalized respondents. Moreover, we distinguish different degrees of undercoverage and also assess whether survey weights can counterbalance a potential coverage bias. To our knowledge, it is the first simulation analysis of the bias caused by the exclusion of the elderly institutionalized population in social surveys.

Hypotheses

Following from the previous section, the hard-to-survey population living in institutions for the elderly differs in many respects from their community-dwelling counterparts. They have a worse objective and subjective state of health and are more often suffering from cognitive and functional impairments. They are older, have a different marital status, and have lived alone more frequently prior to institutionalization. Considering the statistical distinctiveness of the institutionalized population described...
in the previous section, it is our overarching hypothesis that bias arises when institutionalized respondents are excluded from the sample. We tested two different variables because bias affects different variables to a different extent. On the basis of the literature, we chose two health-related variables.

If institutionalized residents are not covered adequately in survey samples, we expect an underestimation of a variable measuring the limitations in ADL. This underestimation is expected to have a significant impact on the estimated mean and on the estimated share of respondents without limitations in ADL. For our second dependent variable, self-rated health, we assume an overestimation of the mean in our samples compared to the overall empirical population. The share of respondents with poor self-rated health is assumed to be underestimated.

The bias might be reduced by applying calibration weights when analyzing the sample data drawn from sampling frames with noncoverage or undercoverage, as described in Section 2. Kelfve and colleagues weighted the samples without institutionalized respondents for age and gender, and concluded that the weighting did not improve the estimation substantially since the bias persisted (2013). We also tested whether weights for age and gender improve the point estimates of samples that suffer from noncoverage and undercoverage. In addition to traditional survey weights, we tested weights calibrated on age, gender, and institutionalization. Those weights can be used by surveys that try to cover the hard-to-survey population living in institutions but might suffer from undercoverage. In case of noncoverage, the latter weights cannot be used. When no institutionalized respondents are in the sample, it is not possible to calibrate on the variable measuring institutionalization.

For both types of weights, we expect a decreasing bias. We assume that the marginal positive effect of the survey weights calibrated on age and gender will be much smaller than that for the extended survey weights, which also account for the undercovered population. Our focus for the analysis is on the interplay of weights with an decreasing undercoverage of institutionalized respondents. We assume that weights cannot fully eliminate the bias under the condition of noncoverage, but they will yield better results with an increasing coverage rate.

**Data**

For our simulation-based analysis, we used data from the *Survey of Health, Ageing and Retirement in Europe* (SHARE) to construct an empirical population, from which we can select samples for our simulation study. SHARE is a cross-national panel survey, which collects its data in the face-to-face mode and uses strict quality standards and a harmonization across the participating countries preceding the data collection (Börsch-Supan et al. 2013). Moreover, to our best knowledge, SHARE is the only cross-national social survey that includes institutionalized respondents to a significant extent.

With the exception of the third wave, we used all six waves of SHARE data collected in a number of European countries and Israel, approximately every 2 years between 2004 and 2015 (Börsch-Supan 2017a,b,c,d,e). In the first wave in 2004, the SHARE target population was defined as all households with “at least one member born in 1954 or earlier, speaking the official language of the country and not living abroad or in an institution such as a prison during the duration of field work” (Klevmarken et al. 2005, 30). However, in addition to this minimum definition of the target population, residents of institutions for the elderly also are officially part of the SHARE target population and shall be sampled and interviewed if possible (De Luca et al. 2015; Klevmarken et al. 2005; Lynn et al. 2013). SHARE also uses proxy interviews (Börsch-Supan et al. 2013), which is especially important with respect to hard-to-interview
Before describing our methods, we need to mention one limitation of the data we used. According to the documentation of SHARE, institutionalized residents suffer from undercoverage. A number of countries reported in their sampling design forms that it was not possible to sample institutionalized respondents in the first wave and in refreshment samples because they were excluded from the sampling frames (De Luca et al. 2015; Klevmarken et al. 2005; Lynn et al. 2013). In the first wave, this was the case in Austria, France, Greece, Italy, and Switzerland (Klevmarken et al. 2005). In contrast, an equal number of countries reported that their target population included institutionalized residents in the first wave (ibid.). Due to these frame imperfections, the first group of countries does not cover the entire institutionalized population, since it includes only the community-dwelling respondents who moved to institutions between two survey waves. As a consequence, the sample of institutionalized respondents suffers from undercoverage and could be biased. However, even within those countries that reported a noncoverage of institutionalized residents in the baseline wave we identified institutionalized respondents (Table 4 in the Appendix). Nevertheless, the undercoverage diminishes the potential to generalize our simulation results and our conclusions are restricted to our empirical population.

Given the small share of institutionalized respondents in the separate waves, we cumulated five of the six waves of SHARE and only excluded the third wave of the panel because its content differs largely from all the other waves. For every panel respondent, we only retained the most recent interview in our dataset. However, if a respondent lived in an institution and moved back to a private household in a subsequent wave, we dropped the more recent interview conducted in the private household. We included every respondent who was interviewed between 2004 and 2015 by SHARE with only one observation in our dataset. Moreover, in the pooled dataset we dropped six countries with less than 50 interviews in institutions, but still cover most parts of Europe and Israel (see Table 4 in the Appendix). We also dropped all respondents younger than 50 years at the point of data collection. These respondents are only eligible as a partner of a SHARE respondent and are not a representative sample of the population younger than 50 years.

In total, we obtained a dataset with 100,595 observations, among these 2,514 nursing home interviews, which amounted to 2.5% of our empirical population. Due to missing values in some of the variables we used in our analysis, we dropped another 1,929 cases (1.9% of the pooled sample) and obtained our final empirical population of 98,666 cases, among these 2.47% institutionalized residents ($N_I = 2,441$).

A comparison of the cases without any item nonresponse in the variables of interest with the dropped cases shows that item nonresponse occurs more often in interviews with institutionalized respondents (3.8% of the excluded respondents and therefore a higher share than in the empirical population). Moreover, the excluded population is older than the included population (69.3 years compared to 67.9 years), is more often widowed (19% compared to 15.7% of the included units), has more limitations in activities of daily living (0.67 compared to 0.46), and feels less healthy (2.66 compared to 2.81). Very small differences between included and excluded respondents occur in terms of income, the number of children, and education. In addition, the two populations do not differ significantly in the distribution of gender.

### Variables of interest

Since we used several waves of a panel survey in a cross-sectional analysis, we had to make sure that all the variables we used in our analysis have been measured in the same way for all the five waves (see...
Appendix B for the main variables). To assess the statistical impact of an exclusion of institutionalized residents, we analyzed two different variables that have been salient for the institutionalized population in previous research: an index of the limitations in activities of daily living (ADL) and self-rated health.

Our first variable of interest measures the dependency of respondents and evaluates their ability to run a household and cope with daily living. Respondents were provided with a showcard that listed various activities of daily living (ADL). They answered which activities they could not execute because of “a physical, mental, emotional or memory problem.” For our analysis, we used six items classified by SHARE as ADL items and created a 9-level additive index with three additional dummy variables that belong to the group of items that measure the limitations in instrumental activities of daily living (IADL). These nine items displayed a high tau-equivalent reliability (Cronbach’s $\alpha = 0.89$) and loaded clearly on a single factor in an exploratory factor analysis. Our first dependent variable is a count variable with a very large number of respondents with an outcome of 0 (zero-inflated, see Table 1).

As our second variable of interest we analyzed self-rated health. This variable measured the subjective health of respondents, which implicitly encompasses physical and mental health. SHARE used the U.S. version of this variable to measure self-rated health on a 5-level scale in all five waves.

**Institutionalization**

To operationalize long-term institutionalization, we relied on three different variables to generate a dummy variable that captured whether a respondent lived in a private household or in an institution during the interview. Since the second wave, SHARE interviewers registered whether a sampled address was a private household or a nursing home when they arrived at the address. According to the SHARE codebook[10], a nursing home “provides all of the following services for its residents: dispensing of medication, available 24-hour personal assistance and supervision (not necessarily a nurse), and room & meals”.[11] In addition to this process-generated variable, we also coded all the respondents as institutionalized residents, who reported to have lived permanently in an institution during the last year.[12] As a third variable, we used the type of building in which a respondent lives. If respondents either answered this question with category 7 “a housing complex with services for elderly” or 8 “special housing for elderly (24 hours attention)“, we coded these cases as being institutionalized.[13]

**Monte Carlo Simulation**

In this section, we describe our simulation-based analytical approach with the different coverage conditions and weights that we applied in the Monte Carlo simulation.

To evaluate the bias of the different estimation strategies of different coverage scenarios of the institutionalized population, we repeatedly selected samples from our empirical population. The sampling design of the simulations study is a stratified sample, in which the 15 countries in our empirical population serve as the strata. Within the strata, we selected individuals using a simple random sample. The sampling fraction is 3% and the allocation of the sample size is done proportionally to the number of persons within the strata. Thus, all persons in the sampling frame have an almost equal inclusion probability of 0.03 (i.e., ignoring the rounding problem of the actual allocation).

We considered five different coverage scenarios, and we constructed five different sampling frames to include 0%, 25%, 50%, 75%, and 100% of the institutionalized population. Thus, as our sampling frames
were \( U_{\alpha} = U_{\alpha} \cup U_{\alpha} \), with \( \alpha = 0, 0.25, 0.5, 0.75, \) and \( 1 \), where \( U_{\alpha} \) is a simple random sample from \( U \) with sampling fraction \( \alpha \). To construct \( U_{\alpha} \), \( U \) is portioned into four disjoint random subsets, each of size \( N_f * 0.25, U_{\alpha} = U_{\alpha} \). From each of the five sampling frames, we selected 1000 samples with the sampling design described above. In the following, we denote \( \alpha \) as the coverage rate of the institutionalized population in the sampling frame.

**Estimators**

Our statistics of interest are the (1) mean of limitations in ADL, (2) the share of respondents without any limitations in ADL, (3) the mean of self-rated health, and (4) the share of respondents with poor self-rated health. To estimate these statistics, we employed three different estimators. The first estimator is:

\[
\bar{y}_{I\alpha, d} = \sum_{i \in s_{p, I\alpha}} \frac{y_id_i}{\sum_{i \in s_{p, I\alpha}} d_i},
\]

where \( s_{p, I\alpha} \) is a sample from frame \( U_{p, I\alpha} \), \( d_i \) is the design weight given by \( d_i = \pi_i^{-1} \), and \( y_i \) is the measurement or category indicator for one of the variables of interest for the \( i \)-th person in the sampling frame.

For our second estimator, we used a regression estimator as described in Section 2 to estimate the total of our variable of interest, which we divided by the sum of the regression estimator or calibration weights. Thus, we produced the following estimator:

\[
\bar{y}_{I\alpha, re_1} = \sum_{i \in s_{p, I\alpha}} \frac{y_i w_i 1}{\sum_{i \in s_{p, I\alpha}} w_i},
\]

where \( w_i = g_i d_i \) and \( g_i \) is constructed as described in Section 2. Like many other social surveys, SHARE uses mainly region, age, and gender as auxiliary variables for constructing cross-sectional calibration weights at the level of individuals (De Luca et al. 2015). For \( \bar{y}_{I\alpha, re_1} \), we also used age in 5 categories and gender and their known totals over all element in frame \( U \) as auxiliary variables. This estimation strategy reflects the situation where a survey with non or partial coverage of the institutionalized population uses aggregate data for weighting purposes, that covered the entire population including institutionalized residents (e.g., census data).

For our third estimator \( \bar{y}_{I\alpha, re_2} \), we added institutionalization to the survey weights described above. By weighting for the hard-to-survey domain that suffers from undercoverage, we aim to examine whether this approach is a feasible option for surveys to counterbalance their insufficient coverage. However, this approach does not work for survey samples without any institutionalized residents.

For each of the 1,000 samples from each of the five coverage scenarios, we estimated for our two variables of interest the proportions and the overall mean using all three estimators described in Section 6. Additionally, we calculated the 95% confidence intervals (CI) of all the point estimates for each of the samples. The confidence intervals are constructed as follows:
\[ \hat{\theta} \pm 1.96 \sqrt{\hat{V}(\hat{\theta})} \]

where \( \hat{\theta} \) is any of our point estimates under consideration and \( \hat{V}(\hat{\theta}) \) is its variance estimate. The confidence intervals enabled us to check whether the deviations between a sample estimate and the true share or true mean in our empirical population were significant enough to be defined as biased. Every confidence interval that missed the true value was marked as rejected. If there was no bias at all, the expected proportion of rejected samples would be 5%.

**Results**

Table 1 provides a description of our empirical population for some variables, and compares the institutionalized respondents and the community-dwelling respondents. The table reveals considerable differences between the two domains. In our empirical population, more women than men live in institutions, whereas the community-dwelling population is more gender balanced. The institutionalized population is more than 12 years older on average.

Concerning the two dependent variables, nearly 60% of all institutionalized respondents have at least one or more limitations in activities of daily living, compared to a significantly lower share of 14.6% in private households. As a consequence, the mean values of the ADL variable differ significantly between the two populations. Regarding the second dependent variable, more respondents in institutions reported a poor or fair state of health compared to the community-dwelling population. Only 10% of all institutionalized respondents rated their health as very good or excellent. The aggregate differences in the mean value of self-rated health are less distinct compared to the ADL variable, although they are still statistically significant.

The first column of Table 1 provides the values of the variables of our total empirical population, which includes community-dwelling and institutionalized respondents. A comparison of this column with the second column depicting the aggregate values for the community-dwelling population already shows the impact of coverage bias in the case of noncoverage of the institutionalized population. Only slight differences occur in terms of gender distribution and the number of children. The community-dwelling population definitely deviates from the true values with respect to other variables. The joint share of the two oldest age cohorts differs by one percentage point. Regarding the two dependent variables, only the variable measuring limitations in ADL seems to be significantly biased. Adding the institutionalized respondents to the community-dwelling respondents decreases the share of people without any limitations in ADL from 85.4% to 84.3%. The differences in reports of self-rated health are less diverging if the community-dwelling population is compared with the total population. The results of Table 1 can be interpreted as a census of our empirical population. The following analyzes show how survey samples perform, if they do not cover institutionalized residents at all or cover them insufficiently.
Noncoverage

Figure 1 and Table 6 (see Appendix C) provide the results of the simulation for limitations in ADL. Each box plot in Figure 1 contains the relative bias of estimates in 1,000 samples with the given coverage condition and the given weighting scheme compared. The relative bias is computed as the ratio of the estimate and the true value and expressed in percentage in this case. Table 6 provides the mean values from those 1,000 samples and the share of samples that were rejected on the basis of their confidence intervals. In the case of noncoverage, nearly two thirds of all samples failed to predict the true mean of the ADL variable for our empirical population. The estimation of the share of respondents without any limitations in ADL is less sensitive to bias. The simulation replicated the differences shown in Table 1, since the samples missed the true value (84.34%) by about one percentage point on average. As a result, 41.4% of the samples missed the true share with their confidence intervals. The graphical analysis in Figure 3 shows that these 414 samples estimated a share of respondents without limitations in ADL to be between 85.6% to 87.6%.

Table 1: Description of Our Empirical Population and Comparison of the Two Populations

<table>
<thead>
<tr>
<th></th>
<th>Total population</th>
<th>Private households</th>
<th>Institutions</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>45.3</td>
<td>45.5</td>
<td>34.4</td>
<td>11.1***</td>
</tr>
<tr>
<td>Female</td>
<td>54.7</td>
<td>54.5</td>
<td>65.6</td>
<td>−11.1***</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50 to 59 years</td>
<td>25.4</td>
<td>25.9</td>
<td>7.3</td>
<td>18.7***</td>
</tr>
<tr>
<td>60 to 69 years</td>
<td>33.1</td>
<td>33.7</td>
<td>12.3</td>
<td>21.3***</td>
</tr>
<tr>
<td>70 to 79 years</td>
<td>25.1</td>
<td>25.2</td>
<td>21.6</td>
<td>3.6***</td>
</tr>
<tr>
<td>80 to 89 years</td>
<td>13.9</td>
<td>13.3</td>
<td>39.3</td>
<td>−26.0***</td>
</tr>
<tr>
<td>Older than 90 years</td>
<td>2.4</td>
<td>2.0</td>
<td>19.5</td>
<td>−17.5***</td>
</tr>
<tr>
<td>Mean value</td>
<td>67.9</td>
<td>67.6</td>
<td>79.7</td>
<td>−12.1***</td>
</tr>
<tr>
<td>Limitations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>with ADL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No limitations</td>
<td>84.3</td>
<td>85.4</td>
<td>41.3</td>
<td>44.1***</td>
</tr>
<tr>
<td>1 to 3 limitations</td>
<td>11.1</td>
<td>10.8</td>
<td>25.4</td>
<td>−14.7***</td>
</tr>
<tr>
<td>More than 3 limitations</td>
<td>4.6</td>
<td>3.8</td>
<td>33.3</td>
<td>−29.5***</td>
</tr>
<tr>
<td>Mean value</td>
<td>0.46</td>
<td>0.40</td>
<td>2.71</td>
<td>−2.3***</td>
</tr>
<tr>
<td>Self-rated health</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>11.9</td>
<td>11.5</td>
<td>27.4</td>
<td>−15.9***</td>
</tr>
<tr>
<td>Fair</td>
<td>27.8</td>
<td>27.6</td>
<td>35.3</td>
<td>−7.7***</td>
</tr>
<tr>
<td>Good</td>
<td>35.3</td>
<td>35.5</td>
<td>27.4</td>
<td>8.2***</td>
</tr>
<tr>
<td>Very good</td>
<td>17.6</td>
<td>17.9</td>
<td>6.7</td>
<td>11.2***</td>
</tr>
<tr>
<td>Excellent</td>
<td>7.3</td>
<td>7.4</td>
<td>3.2</td>
<td>4.2***</td>
</tr>
<tr>
<td>Mean value</td>
<td>2.81</td>
<td>2.82</td>
<td>2.23</td>
<td>0.6***</td>
</tr>
</tbody>
</table>

Number of observations | 98,666           | 96,225             | 2,441        |

Note: *p < 0.05, **p < 0.01, ***p < 0.001; t-test of differences in unweighted means, chi-squared test for unweighted categories
In line with our hypothesis, using estimator $\overline{y}_{0,1}$ improved the precision under the condition of noncoverage ($\overline{U}_{p,1}$), but could not eliminate the bias entirely. Both boxes move closer to the dashed lines that indicate the true values. As it can be seen in Table 6, using age and gender as auxiliary variables reduced the number of estimates for the mean of ADL whose CIs did not include the true mean of 42.3%. Regarding the estimated share of respondents without limitations in ADL, only 21.6% of all CIs did not include the true value. As pointed out in Section 6, the estimator $\overline{y}_{0,1}$, which adds institutionalization to the survey weights, cannot be applied under the condition of noncoverage, since the domain of institutionalized respondents is empty.

ADL is a relatively strong predictor of institutionalization and should be biased with a higher likelihood than other variables as a consequence. According to Table 1, self-rated health is less different between the community-dwelling population and the overall population. Indeed, our simulation confirms that the bias in estimates related to self-rated health is weaker than in those for ADL. The design-weighted estimator $\overline{y}_{0,1,d}$ overestimated the average self-rated health and underestimated the share of persons with poor self-rated health (see Figure 2). However, the estimations are closer to the true values than for ADL. 10.9% and 11.5% of all CI estimates using $\overline{y}_{0,1,d}$ missed the true share of poor self-rated health and the true mean of self-rated health, respectively (see Table 7). Although $\overline{y}_{0,1,1}$ still displays bias for the statistics of ADL, it made a substantial difference in the measurement of self-rated health. Using $\overline{y}_{0,1,1}$ decreased the number of CI estimates that did not include the true share of poor self-rated health to 6.4%.
The results underline the varying impact of bias on two different health-related variables and point estimates. With respect to the ADL variable, the estimation of the mean was more prone to bias than the estimation of the share of respondents without any limitations in ADL. With respect to self-rated health, the estimation of the share of poor self-rated health and the prediction of the mean were equally sensitive to bias. This finding can be explained also by the different scales of the two variables. ADL is a count variable with a 9-level scale and many respondents with a zero value. Every third institutionalized respondent reached a value larger than 3 on the ADL scale (see Table 1), and this group drove the true mean upwards. The self-rated health variable has a 5-level scale, and smaller values indicating poor self-rated health were more prevalent among the institutionalized respondents. As a consequence, the true mean is less affected by the group of institutionalized respondents.

**Undercoverage**

Following the scenario of noncoverage using the sampling frame $U_p I_0$, we increased the proportion of the institutionalized population that we included in the sampling frame in four steps. The scenarios $U_p I_{0.25}$, $U_p I_{0.5}$, and $U_p I_{0.75}$ can be described as sampling frames with undercoverage. For the three frames 18 ($\alpha = 0.25$), 37 ($\alpha = 0.50$), and 55 ($\alpha = 0.75$) institutionalized persons were expected to be part of the samples. Figures 1 and 2 show the percentage deviation of estimates for each undercoverage scenario, the respective Tables in Appendix C provide the share of CI estimates that did not include the true value. Figures 3 and 4 present the distribution of all sample estimates for different undercoverage scenarios, for
the estimators for the share of respondents without any limitations in ADL and the share of individuals with poor self-rated health, respectively (see Appendix C for the respective Figures for the remaining coverage conditions).

As we assumed, the bias in the ADL variable becomes smaller with an increasing coverage of the institutionalized population (see Figure 1). Using \( \bar{y}_{I_{0.25}, d} \), an expected 18 institutionalized individuals in a sample of nearly 3,000 respondents made a difference and decreased the CI noncoverage rate to 43.6% of all samples. The precision of \( \bar{y}_{I_{0.5}, d} \) and \( \bar{y}_{I_{0.75}, d} \) got even better. Figure 3 shows how the distributions of estimates were shifted to the left, bringing their center closer to the true value. As with noncoverage, using auxiliary information for estimation decreased the likelihood of bias in all the undercoverage frames. \( \bar{y}_{I_{0.25}, \text{re}1} \) reduced the CI noncoverage rate of the share of respondents without limitations in ADL by about 50% compared to \( \bar{y}_{I_{0.25}, d} \) (see second row in Figure 3). The extended survey weights resulted in nearly unbiased samples from \( \bar{y}_{I_{0.25}, \text{re}2} \) onward. Only 6.0% of all samples missed the true value with their confidence interval, and 6.8% of all samples missed the true mean with their CI when survey weights accounted for the undercovered group. For the traditional survey weights (\( \bar{y}_{I_{\alpha}, \text{re}2} \)), the CI noncoverage rates approached the 5% threshold for \( \alpha = 0.75 \) (see Table 6).

Regarding self-rated health, the bias in the case of noncoverage was smaller than for the ADL variable. This observation also holds for the different scenarios of undercoverage. With an increasing \( \alpha \), the bias in \( \bar{y}_{I_{\alpha}, d} \) is reduced in both point estimates. The slight overestimation of the mean of self-rated health and the underestimation of the share of respondents with poor self-rated health were progressively corrected. This is in line with our expectations. In addition, most of the weighted estimators of self-rated health were estimated almost without any bias of an \( \alpha \) of at least 0.5 (Table 7). Weighting with age, gender and institutionalization as auxiliary variables produced almost unbiased estimates in every scenario of
The results for $\bar{Y}_{I_0, re_1}$ promote the overall conclusion that conventional survey weights might indeed help to counterbalance the bias in health-related variables. In the case of undercoverage, the few institutionalized residents received larger weights because they were older and more often female than the average respondent. The weights significantly improved the precision of the estimates compared to simple design-weights. This improvement can only be achieved if institutionalized residents are included in the population statistics used for weighting. For instance, the Health Survey for England excludes institutionalized residents from the population statistics used for calibrating their weights (Craig et al. 2015, 25) and misses the chance to counterbalance the impact of noncoverage at least indirectly. In addition to traditional survey weights, weighting directly for the hard-to-survey group proves to be even more efficient in our simulation. The estimator $\bar{Y}_{I_0, re_2}$ yielded unbiased results for all scenarios of undercoverage. However, one drawback of this method is the necessity to have at least some respondents from the hard-to-survey population in the sample.

**Conclusion**

The present study quantified the bias caused by the noncoverage or undercoverage of the population living in institutions for the elderly and tested whether survey weights can help to counterbalance the bias. Given the very small share of institutionalized respondents, we pooled the panel data of the Survey of Health, Ageing and Retirement in Europe (SHARE). We obtained a dataset of nearly 100,000 respondents, among them more than 2,400 institutionalized respondents. Taking this data as the basis for our simulation, we randomly sampled 5,000 samples of 3,000 observations with different coverage rates of institutionalized respondents. For each of the 5,000 samples, we calculated descriptive statistics and applied three different types of weights.
The simulation results prove that coverage bias affects variables to a different extent and even influences different kinds of point estimates in different ways. A variable measuring the limitations in activities of daily living (ADL) is heavily biased if respondents living in institutions are excluded from the samples. Our second variable measuring the self-rated health of respondents also was biased, but the impact of noncoverage is less pronounced. All other things being equal, the precision of all the point estimates improved with an increasing coverage rate. We tested three conditions of undercoverage and found a clear pattern of a decreasing coverage bias when more institutionalized residents were included.

Weighting the samples for age and gender improved all the point estimates in the case of noncoverage or undercoverage. If survey researchers make sure that the population margins they use for weighting include institutionalized residents, they can improve the precision of their estimates even without including the elderly institutionalized population in their survey. The likelihood of unbiased results gets even better if institutionalized residents are included in the samples, even if this domain suffers from undercoverage. Undercoverage also allows researchers to weight for the hard-to-survey population as such, if population statistics on their size and relevant characteristics are available. In our simulation, the extended survey weights eliminated bias for both health-related variables. This shows the high potential of calibrating the weights on the size of undercovered populations to reduce bias.

Our simulation-based analysis has a number of limitations. By analyzing the respondents of SHARE with a simulation-based approach, we wanted to arrive at some general conclusions about the risk of biased estimates in social surveys. One advantage of our simulation is that it does not rely on synthetic observations, but considers real respondents instead. Especially in the case of an understudied group like institutionalized populations, a simulation with synthetic observations would require a large number of assumptions and thus raise many question about the validity of simulation results.

Nevertheless, our conclusions only hold true for the empirical population we compiled. The potential to generalize our results beyond the simulation depends on the data quality and the validity of our methods. As we mentioned previously, some of the SHARE countries reported undercoverage of institutionalized respondents in the first wave and refreshment waves (De Luca et al. 2015; Klevmarken et al. 2005; Lynn et al. 2013). Panel attrition due to non-contact and refusals is a second major factor that could lead to a biased longitudinal sample of institutionalized respondents. Moving to an institution constitutes an external shock that probably increases the likelihood of non-contact and/or refusal (see Lugtig 2014).[14] Due to undercoverage and panel attrition, our empirical population certainly misses institutionalized residents in the general population, although the share of these respondents in our simulation (2.5%) is close to the share of institutionalized residents in the overall population older than 50 years (1.9% according to the European census).

Regarding our method, the data we used was collected during a period of 11 years between 2004 and 2015. We considered this data as cross-sectional data, and thus, might have missed the changes of contextual factors that could influence our results as confounding variables. In this study, we only analyzed a limited number of two variables. Both variables are health-related variables, and therefore, they have a higher likelihood of being biased with respect to the noncoverage or undercoverage of the elderly institutionalized population. We suggest taking our results of the ADL variable as the maximum effect coverage bias can have on survey estimates. We assume that the results for our second variable shows a more common influence of coverage bias. The presentation of research findings in Section 3 puts forward more variables that could be biased and should be tested, such as marital status, family composition, objective health, and socio-economic status.
A lot of research remains to be done on the institutionalized population. We only analyzed mean values and the distribution of variables. It is easier to interpret bias in descriptive statistics, but since they are only the starting point of most scientific papers, it would be very informative to extend the analysis to cover inferential statistics as well. For instance, the bias of regression coefficients could be tested by comparing the predicted outcomes of an equation with the respective results obtained in samples with equal coverage. Our study focused on the question of whether it is necessary to include institutionalized residents. Future research should examine whether it is also feasible to include this domain.

Our results could have implications for survey research in Europe because most social surveys in Europe deliberately exclude the institutionalized population, since it is considered as hard-to-survey (see Tourangeau 2014). Within our study, we asked whether survey programs need to make additional efforts to extend their coverage to the institutionalized population. Our results show for two health-related variables that surveys of an aging population indeed risk to obtain biased survey estimates if the institutionalized population is excluded. Moreover, the results suggest to abstain from the strategy to exclude institutionalized residents, because of the concern to cover this population insufficiently. Undercoverage is less sensitive to bias than noncoverage, especially when a sample is weighted for age and gender or even for institutionalization itself.

**Endnotes**


[2] This figure also contains a small number of homeless residents. Excluding them from the Eurostat data with the publicly available census hub tool does not change the overall share of 1.3% (see Eurostat 2016).

[3] Own calculations using the census hub homepage (Eurostat 2016). We used the category “Occupants living in a collective living quarter” of a variable measuring housing arrangements (HC39).

[4] Denmark, Germany, Netherlands, Spain, and Sweden

[5] As a matter of fact the panel will be representative of the institutionalized population in the very long run, at the moment when the population does not include any institutionalized citizens that have been institutionalized before the first wave of the panel was recruited (Lynn 2011). This assumption only holds true if the panel survey does not draw any biased refreshment samples in the meantime, and if panel attrition does not lead to a stronger decrease of panel members from the institutionalized populations.

[6] See also De Luca et al. for a similar observation of a mismatch of country reports about noncoverage and the de facto presence of nursing home residents in the SHARE data (2015: 78).

[7] SHARELIFE collected retrospectively information on life events of the SHARE respondents (see Börsch-Supan and Schröder 2011). Some variables used in this analysis were not part of the questionnaire in SHARELIFE.

[8] This rule only affected a small number of 508 respondents, adding up to 0.2% of the entire pooled sample before dropping duplicate observations across waves.
[9] Croatia, Hungary, Ireland, Poland, Portugal, and Slovenia


[11] 1,424 institutionalized respondents were identified as institutionalized residents by the interviewers in our final empirical population.

[12] We added 326 respondents to the group of institutionalized residents based on their reply to this variable. These respondents were classified as community-dwelling respondents by the interviewers. From the second wave onward, respondents were usually not asked this question if interviewers identified their place of living as an institution.

[13] Additional 691 respondents were classified as institutionalized according to their replies to this questions.

[14] Please note, empirical evidence about the effect of institutionalization on panel membership is lacking to our best knowledge.
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