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Abstract : Abstract : Panel attrition is a major problem for panel survey infrastructures. When panelists attrit from
a panel survey, the infrastructure is faced with (i) the costs of recruiting new respondents, (ii) a broken
timeline of existing data, and (iii) potential nonresponse bias. Previous studies have shown that panel
attrition can be predicted using respondents’ response time. However, response time has been
operationalised in multiple ways, such as (i) the number of days it takes respondents to participate, (ii)
the number of contact attempts made by the data collection organisation, and (iii) the proportion of
respondents who have participated prior to a given respondent. Due to the different operationalisations of
response time, it is challenging to identify the best measurement to use for predicting panel attrition. In
the present study, we used data from the GESIS Panel – which is a German probability-based mixed-mode
(i.e., web and mail) panel survey – to compare different operationalisations of response time using
multiple logistic random-effects models. We found both that the different operationalisations have similar
relationships to attrition and that our models correctly predict a similar amount of attrition.

Introduction

Keeping respondents from attriting is a fundamental challenge for panel surveys and is particularly
important for three main reasons: First, respondents who attrit might be different from respondents who
stay in a panel survey. When a particular group of respondents stops participating, the survey data can
become biased if those who stay and those who have attrited differ on key outcome variables
(Bethlehem, 2002; Groves, 2006; Lynn & Lugtig, 2017). Second, recruiting new respondents is costly, for
example, with regard to sampling or securing the cooperation of new respondents (Groves, 2005). The
expenses incurred when recruiting new respondents include the additional work that researchers conduct
in planning and implementing the recruitment, drawing a sample, contacting and incentivising potential
respondents, and monitoring new panelists. Measures for keeping respondents in the sample can be more
cost-effective than is recruiting new panelists. Third, the value of panelists’ data increases with every
panel wave in which the same respondents participate because more information provides greater
potential for analysis. In other words, the longer a respondent remains in a panel, the longer the period of
time for which respondent change can be analysed.

As panel attrition is a highly relevant problem, it is important to learn more about the determinants of this
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attrition. Among all possible correlates of attrition, response time is particularly interesting because as a
form of paradata, it is available for almost every survey and is easy to measure. Paradata are data that
are collected as by-products of collecting survey data (Kreuter, 2013). For self-administered surveys,
response time describes the time it takes a respondent to return a survey to the survey agency. More
specifically, for web surveys, response time is the time a respondent takes to submit the last answer to a
question. For mail surveys, response time is the time it takes the respondent to return the questionnaire.
Finally, for computer-administered surveys, response time is usually available, does not increase the
response burden, and is not prone to measurement error (Roßmann & Gummer, 2016). Existing studies on
the association between response time and panel attrition have found evidence that late response time
may be associated with a higher probability of attriting (Cohen et al., 2000). Thus, by using response
time, online panel data collection organisations could potentially identify future attrition before
participants stop participating. This knowledge would enable panels to intervene prior to a potential unit
nonresponse or panel attrition and thus also to prevent data loss.

Although predicting attrition based on response time could enable panel infrastructures to intervene
before respondents attrit, research on response time is limited. Despite some exceptions (e.g., Cohen et
al., 2000), little evidence exists as to how response time is related to panel attrition. This dearth of
information is aggravated by the fact that response time can be measured in several ways, and we
currently lack a common operationalisation of response time (Kennickell, 1999). For example, response
time can be operationalised as a metric variable (e.g., Gummer & Struminskaya, 2020; Skarbek-
Kozietulska et al., 2012), as a binary variable (e.g., Voigt et al., 2003), or as a categorical variable (e.g.,
Kreuter et al., 2014). Moreover, response time does not have to refer to the actual time in days; rather, it
can also be measured as a cumulative sample size (e.g., 25%) that indicates the proportion of
respondents in a wave who participated prior to a given respondent. If different operationalisations of
response time are applied in different studies, the results are thus not necessarily comparable.

In the present study, we address this research gap and compare the different methods used to
operationalise response time. In so doing, we aim to answer the following two research questions: (i) How
are the different operationalisations of response time related to panel attrition? (ii) Do models with
different operationalisations predict attrition similarly well, or are there especially good or bad
operationalisations?

In order to answer these questions, we first provide an overview as to how response time has been
operationalised in previous studies and then present the results of these studies. Second, we
operationalise response time in different ways, and third, we predict attrition using multiple
operationalisations of response time in separate random-effects logistic panel regressions. In order to find
the operationalisation of response time that best predicts attrition, we compare models with respect to
their ability to correctly predict attrition. Each model includes one operationalisation of response time.
Based on these calculations, we provide recommendations as to which operationalisation of response
time should be used in future studies.

Background

In investigating the reasons for a possible relationship between response time and panel attrition, we
drew on theoretical expectations that describe the relationship between response time and measurement
quality. One theoretical expectation was that respondents who participate early in the field would
generally be more highly motivated than later respondents and would therefore also be more likely to
provide accurate data (Bollinger & David, 2001). Similarly, the greater motivation of earlier respondents



was thought to potentially be related to their lower likelihood of attrition. A second expectation was that
respondent characteristics or values would be connected to both response time and measurement quality
(Olson, 2013). Respondents who have less time were assumed to speed through the survey and to
perhaps not think about every question with due diligence. Similarly, respondents with less time were
assumed to stop participating in surveys entirely and thus to attrit. When it comes to reminders, a third
theoretical expectation was that the additional attention that late respondents receive could make them
feel pressured to participate. This pressure was thought to potentially lead to a negative attitude towards
the survey, which would be reflected in a lower measurement for quality (Brehm & Brehm, 2013). If
panelists felt pressured to participate, this pressure was assumed to potentially lead to their attrition.
Overall, we expected that later participants would be more likely to attrit from a panel in future waves.

In the following sections, we evaluate possible operationalisations of response time. Table 1 summarises
examples of the operationalisations of response time taken from the literature.

 

Table 1: Summary of the operationalisations of response time, and examples of references toTable 1: Summary of the operationalisations of response time, and examples of references to
studies in which these operationalisations have been appliedstudies in which these operationalisations have been applied

Days: metric operationalisationDays: metric operationalisation:: Response time can be a metric variable that measures the days until
a survey is returned. For this metric operationalisation, each day of delay is an increase in the
measurement of response time (e.g., Gummer & Struminskaya, 2020; Kennickell, 1999; Preisendörfer &
Wolter, 2014; Skarbek-Kozietulska et al., 2012; Struminskaya & Gummer, 2021). One advantage of this
operationalisation is that it offers a richer potential for analysis than does a binary or categorical
operationalisation, and it additionally enables a detailed description of respondents’ behaviour. However,
one disadvantage of this operationalisation is that it does not come with a built-in threshold for
distinguishing “late respondents” from those who participated earlier. This lack of a threshold contrasts
with binary or categorial operationalisations, which per se go hand in hand with grouping respondents.
Based on the theoretical assumptions presented above as well as the extant research both on this
operationalisation and on other data-quality indicators, we expected that longer response time would be

https://surveyinsights.org/wp-content/uploads/2023/07/Table_1_Minderop.png


related to a higher probability of attrition.

Days: binary operationalisationDays: binary operationalisation:: It is relatively common in research on response time to choose a
threshold for separating early and late respondents. In this case, a response before a given day is treated
as an early response, and a response after this day is treated as a late response (Friedman et al., 2003).
One common threshold is the date on which a reminder is sent (Cohen et al., 2000; Cohen & Carlson,
1995; Kay et al., 2001). A binary operationalisation of response time requires thoughts about when to set
a threshold. Example thresholds could be one or two weeks after the field start, or even after the first
day. Such an early threshold would separate particularly motivated respondents from other respondents.
Therefore, setting a threshold of after the first day would identify respondents who are more motivated
and thereby least likely to attrit rather than identifying respondents who have lower motivation than
others. One advantage of this operationalisation is that it distinguishes “late respondents” from those
who have participated earlier. However, one disadvantage of this operationalisation is that thresholds
vary across studies, which means that response time that is operationalised using a threshold is often not
comparable. Based on the aforementioned theoretical assumptions as well as the extant research both on
this operationalisation and on other data-quality indicators, we expected that the category that is related
to longer response time would have a higher attrition rate.

Number of contactsNumber of contacts:: Response time can be measured using the number of contacts or reminders (e.g.,
1 vs. ~3) (Curtin et al., 2000; Gilbert et al., 1992; Green, 1991; Helasoja, 2002; Kennickell, 1999; Kreuter
et al., 2014; Kunz, 2010; Lin & Schaeffer, 1995). Usually, returns per day are highest around field start
and decrease over time. Additional contacts – such as reminders – typically lead to an increase in returns
per day, which is then followed by a decrease. Hence, operationalising response time by using the
number of contacts separates respondents who reply after each contact. Advantages of using the number
of contacts as the operationalisation of response time include the vast body of available research that has
used this operationalisation as well as its design-orientation because contacts are an investment of
resources that are used to achieve respondent participation. However, one disadvantage of using the
number of contacts as the operationalisation of response time is that we do not know whether
respondents who were reminded would have responded without this reminder at a later time. In fact, this
operationalisation assumes that this would not be the case. Based on the aforementioned theoretical
assumptions we expected that respondents who are contacted more often would be more likely to attrit.

Respondents: metric operationalisationRespondents: metric operationalisation:: Response time can be operationalised not only by drawing
on the number of days or the number of contacts, but also by taking into account respondents’ return
order. For example, it would be possible to measure how many other respondents had returned a survey
prior to a given respondent’s return date for the survey. Such a metric operationalisation would analyse
respondents’ behaviour relative to the behaviour of other respondents. One advantage of this
operationalisation strategy is that it offers the potential to examine respondents who participate early in
the field time but later than most other respondents. While these former respondents would be classified
as earlier respondents using other operationalisations, they would be classified as later respondents here.
As we do not know whether these respondents behave more like early or late respondents, it was
important to take this operationalisation into account, which may be especially relevant for surveys with a
short field time. One disadvantage of this operationalisation of response time is that not much research
has been conducted on it thus far. Based on the aforementioned theoretical assumptions, we expected
that respondents who participate later than other respondents would be more likely to attrit.

Respondents: binary operationalisationRespondents: binary operationalisation:: It is also possible to distinguish between first or last
respondents on the one hand and other respondents on the other hand by using a fixed number, such as
the first or last 100 respondents, or a percentage, such as the first or last 10% of respondents, as was



done in Bates and Creighton’s (2000) study. From an analytical point of view, the advantage of this
operationalisation is that it offers the ability to classify respondents into smaller groups from among all
respondents who participated on a given day. Moreover, survey practitioners may want to select a group
of a precise size for potential targeted procedures. This operationalisation is the only one that enables
researchers to choose the size of the group whose members should be regarded as early or late
respondents. However, one disadvantage of using this operationalisation is that a respondent’s response
time depends empirically on other respondents’ response time, but this is not actually the case in real
life. Drawing on the above-mentioned theoretical background, we expected that respondents who
participate among the first group would be less likely to attrit than would later respondents.

Data and methods

In order to investigate the way in which different operationalisations predict attrition, we used data from
the GESIS Panel, which is a probability-based mixed-mode (i.e., web and mail) panel survey that collects
data every two to three months (Bosnjak et al., 2018). The GESIS Panel was recruited in 2013 and covers
respondents who were sampled from the municipal registries of the general population of Germany.
Refreshment samples were drawn in 2016, 2018, and 2021.

Before becoming a regular panelist, respondents participated in a face-to-face recruitment interview. The
AAPOR Response Rate 1 in the recruitment interview was 35.5% for the first cohort (i.e., the 2013
recruitment) and 33.2% for the second cohort (i.e., the 2016 refreshment). The third and fourth cohorts
(i.e., the 2018 and 2021 refreshments, respectively) were not included in the data that we used for the
present study. Respondents to the recruitment interview were invited to a self-administered welcome
survey. Among all respondents who had agreed to attend the GESIS Panel, 79.9% of the first cohort and
80.5% of the second cohort participated in the welcome survey. Respondents to this survey became
regular panelists. Overall, about 65% of respondents participate in the web mode, and mode switches
between the waves are not possible.

Every two months, around 5,000 panelists participate in GESIS Panel surveys. Respondents receive a 5-
EUR prepaid incentive with every survey invitation, which is sent via postal mail. Web respondents
additionally receive an email with a web link to the survey and up to two email reminders – that is, one
reminder each both one and two weeks after the field start. The data used in the present study stem from
the dataset of the GESIS Panel Extended Edition, Version 35 (GESIS, 2020), which was published in March
2020 and contains 34 waves (2014–2019).

The dependent variable of panel attrition was operationalised as follows: We defined a case as attrition if
a respondent had participated in at least one GESIS Panel wave and had ultimately stopped participating
before the fourth wave of 2019. Panel attrition can take two forms: First, respondents can actively de-
register, and second, respondents who have not responded in three consecutive waves – despite the fact
that their invitations were delivered – are not invited to future waves. For each wave, we used a binary
indicator of whether a respondent had attritted as a dependent variable for our analyses. If a respondent
had stayed in the panel for a particular wave, the variable was coded as 0. If a respondent had attritted
after this wave, the variable was coded as 1. If a respondent had already attritted in one of the previous
waves, the variable was coded as a missing value. In the following, we introduce the measurements of
response time. A table with examples is provided in the appendix.

Days: metric operationalisation:Days: metric operationalisation:  For the metric operationalisation of the response time in days, we
calculated the days it took respondents to participate and then send back their surveys in the respective



waves. For every respondent and wave, we subtracted the date of the field start from the date of the
return of the survey. For web respondents, the return date was measured by the survey software. For
mail participants, we took into account the date when the survey agency received the filled-in
questionnaire. It should be noted that the same type of postal mail sent from within Germany takes
equally long to be delivered within the country, irrespective of the sending or delivery location.

Days: binary operationalisationDays: binary operationalisation:: For the operationalisation of response time as a response before or
after a specific date, we calculated five variables: (i) response on the first day or later, (ii) response after
the first online reminder, (iii) response after the second online reminder, (iv) response in the first week or
later, and (v) response in the first two weeks or later. Due to the lack of mail respondents who had
participated on the first day, we did not estimate the relationship between this operationalisation and
panel attrition for these respondents. We also did not estimate the relationship between response after
reminders and panel attrition for mail respondents because these respondents had not received
reminders. Instead, for both modes, we estimated the effects of participating both in the first week and in
the first two weeks. For each operationalisation except for response on the first day, we coded early
response as 0 and late response as 1. Response on the first day was coded as 1 if the respondent had
participated on the first day and as 0 if they had participated later.

Number of contactsNumber of contacts:: In order to calculate the number of contacts, we counted the invitation as the first
contact, the first reminder as the second contact, and the second reminder as the third contact. Thus,
online respondents could have one, two, or three contacts. Mail respondents did not receive any
reminders from the GESIS Panel and thus had only one contact. Therefore, we did not estimate the
association between the number of contacts and response time for mail respondents. In practice, web
respondents had four contacts because they had received the invitation not only via mail, but also via
email. We counted the first two contacts as one contact because the two invitations had been received
almost simultaneously. Web respondents could not respond to the first mail contact because the link to
the questionnaire had not been included in the invitation letter that had been sent via postal mail and had
only been available in the email invitation.

Respondents: metric operationalisationRespondents: metric operationalisation:: For the operationalisation of response time as the
proportion of panel members who had participated prior to a given respondent, we first separated web
and mail respondents. Then, we ordered the two subsamples based on how quickly the respondents had
returned the survey, and we assigned numbers to the respondents in this order. For web respondents, we
could calculate the exact order by relying on the time stamps of their participation. For the mail
respondents, we sorted them by relying on the time stamps provided by the postal service provider. For
each subsample, we calculated both how many respondents had participated in the respective waves and
how many respondents had returned their survey prior to a given respondent.

Respondents: binary operationalisationRespondents: binary operationalisation:: For respondents who had responded prior to – or later than –
other respondents, we compared five thresholds: 5%, 10%, 50%, 90%, and 95%. We contrasted the
respondents who had participated before a certain threshold with the respondents who had participated
after this threshold. We chose the first and last 5% and 10% of respondents as well as an equal division of
the sample (i.e., 50%) in order to concentrate not only on late respondents, but also on those who had
responded early.

In Table 2, the descriptive statistics – that is, the ranges, means, and standard deviations – of the
variables used in the analyses are grouped by survey mode. Generally, mail respondents tended to
participate later, which may have been the result of the different response processes.



 

Table 2: Description of the variables used in the analysisTable 2: Description of the variables used in the analysis
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Note: n = number of individuals, m = number of person*wave cases. Among all respondents, 32.22% of
web respondents and 43.10% of mail respondents attrited.

We estimated 22 random-effects logistic panel regression models via the maximum likelihood of panel
attrition to the following wave, which was 13 models for the web mode and 9 models for the mail mode.
The models differed in their operationalisation of response time. As web and mail respondents were
treated differently in the surveying process, their response time also differed. For example, mail
respondents had to take the survey to a mailbox in order to send it to the researchers, whereas web
respondents did not have to take any additional steps beyond answering the questions. This additional
step may have delayed the response process for mail respondents but did not affect web participants. All
operationalisations of response time were calculated for each wave in which a respondent had
participated. Below, we first examine operationalisations of the number of days (Days: metric
operationalisation and Days: binary operationalisation) before turning to the number of contacts (Number
of contacts) followed by the two operationalisations for other respondents (Respondents: metric
operationalisation and Respondents: binary operationalisation).

Our models can be described as

(1)  
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where i is the respondent, t is the wave, t+1 is the following wave,  is an intercept,  represents
the regression coefficients,  is an error term that is different for each individual in every wave, and

 is an error term that includes a set of random variables. A detailed description of the method can
be found in Allison (2009).

We analysed the data on all panelists who had participated in at least one GESIS Panel wave and who had
not switched from mail to web mode. As a mode switch had been possible during one web-push event in
2018, during which 272 panelists switched modes, we excluded these panelists from our analyses, which
left 3,508 web respondents and 1,558 mail respondents. The random-effects method enabled us to
compare respondents who had attritted with those who had not. Contrary to fixed-effects models,
respondents who had stayed in the panel were included in the random-effects analysis. This decision was
important for the comparison of correctly predicted attrition (CPA) and overall correct predictions (OCP),
which we used to compare model accuracy. Another example of using this method can be found in
Boehmke & Greenwell (2019). In our models, we controlled for previous participation in the panel by
including the following control variables: education, factors that influence available time (i.e., working full
time, having a partner, and having children), and the evaluation of the previous panel wave (i.e., as
difficult, diverse, important, interesting, long, or overly personal). Previous participation was measured as
a metric count of the number of survey waves in which the respondent had already participated.
Education was considered in three binary variables (i.e., a low, medium, or high level of education) and
reflected each respondent’s highest educational degree. Working full time, having a partner, and having
children were all considered binary variables, with 0 indicating that the description did not apply to the
respondent and 1 indicating that it did apply. Previous survey experience reflected the individual
evaluation of the last survey and could range from 1 (i.e., “not at all”) to 5 (i.e., “very”). Available time,
survey experience, the number of times a respondent had previously participated, and education could all
be argued to be related to both survey response time and panel attrition; therefore, we decided to include
these items in order to account for confounding effects.

In order to compare how well the different operationalisations of response time predicted attrition, we
assessed the correctness of the model’s prediction of attrition. Each model estimated the predicted
probability that each respondent in each wave (respondent*wave case) would attrit from the panel. This
estimation enabled us to compare the calculated prediction of attrition with the actual attrition provided
by our data – that is, whether or not a respondent had attritted after the respective wave. Thus, this
comparison revealed the percentage of all cases of attrition that had been correctly predicted by each
model, with the minimum value being 0 and the maximum being 100. When the group size of
respondent*wave cases with a high probability of attrition increased, the number of predicted cases of
attrition also increased. However, in this case, many panelists who had stayed in a panel were also
predicted to attrit, which led to a high number of false predictions regarding respondents who had stayed.
Therefore, we added correctly predicted attrition and correctly predicted staying as a method of
examining the overall performance of the models. The sum is our second indicator – that is, overall
correct predictions. We multiplied both indicators – that is, correctly predicted attrition and overall correct
predictions – and ranked the operationalisations based on this product (i.e., correctly predicted to attrite
× overall correct predictions).

The first step for calculating correctly predicted attrition was to estimate the probability by which each
respondent would attrit. For each operationalisation, we made this calculation based on our regression



models. The second step was to compare the probability of attriting with a threshold in order to
determine whether respondents were predicted to stay or attrit. As the threshold selection was arbitrary,
we randomly drew one individual threshold for every respondent out of the range of 90% of all
predictions. The thresholds were distributed uniformly. All respondents with a higher probability of
attriting than the threshold were predicted to attrit, and all respondents with a lower probability of
attritting than the threshold were predicted to stay in the panel. In order to enable comparability, each
respondent’s individual threshold had to remain the same for all the models that were compared.
Whenever the aim is to identify most cases of future attrition, the threshold should be chosen empirically
by evaluating the correct predictions of attrition and the correct predictions overall.

Results

Our results are presented in Table 3. The size of the regression coefficients – which are presented in
Column 2 (i.e., “Coefficients”) – is of smaller relevance to us. For most of the operationalisations, we
found a statistically significant relationship between response time and panel attrition. It is unexpected
that online respondents who participated on the first day, among the first 10% and among the first 50%
were more likely to attrit than later respondents. The same can be found for mail participants who
participated among the first 50%. This may be reason for a neglectable difference or may show that
participation timing has a nonlinear relationship to panel attrition. However, the main results of the
analysis pertain to the amount of attrition that each model correctly predicted (i.e., “CPA”, Column 4) and
to the percentage of correct predictions (i.e., “OCP”, Column 5) made by each model.

 

Table 3: Results of random-effects logistic regressions of panel attrition on differentTable 3: Results of random-effects logistic regressions of panel attrition on different
operationalisations of response time (34 waves)operationalisations of response time (34 waves)



Note: Response on the first day could not be estimated for mail respondents due to a dearth of cases.
“Number of contacts” and “after first/second reminder” were omitted for mail participants because these
participants had not received reminders. * = p<0.05, ** = p<0.01, *** = p<0.001, standard errors in
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parentheses. Coefficient = coefficient of a random-effects logistic regression, AIC = Akaike information
criterion, CPA = correctly predicted attrition, OCP = overall correct predictions. CPA, OCP, and the product
of both all range from 0 to 100, where 0 means no correct predictions and 100 means that all cases were
correctly predicted. The “Rank” column shows the ranking among the modes based on the product of the
CPA and OCP (the higher, the better).

 

Our models reveal that a metric operationalisation of response time that used the days until survey return
correctly predicted 61% of attrition among web respondents. Among mail respondents, this value was
higher. Moreover, the model that included days until survey return as a metric variable correctly
predicted 68% of attrition.

An analysis of response on the first day was only relevant for web respondents, and 59% of attrition was
correctly predicted using this model. The analyses of response after the first and second reminders were
also relevant only for web respondents. 62% of attrition among web respondents was correctly predicted
by the model that used response after the first reminder, and 60% of attrition among web participants
was correctly predicted by the model that used response after the second reminder. The model that used
response after seven days correctly predicted 64% of attrition among web panelists and 66% of attrition
among mail-mode panelists. The model that used response after 14 days correctly predicted 59% of
attrition among web respondents and 68% of attrition among mail respondents. When the number of
contacts was used to predict attrition among web respondents, this model correctly predicted 62% of
attrition.

When response time was operationalised as the proportion of panel members who had participated before
a given respondent, this model correctly predicted 64% of attrition in both modes. Models that included
an operationalisation of response time for whether a respondent had been among the first 5% of
respondents to return a survey correctly predicted 60% of attrition for web panelists and 65% of attrition
for mail panelists. When response time was operationalised as being among the first 10% of respondents
to participate or not, this model correctly predicted 62% of attrition among web respondents and 67% of
attrition among mail respondents. The model with an operationalisation of response time that split the
first 50% and the last 50% of participation responses correctly predicted 63% of attrition for both web
panelists and mail panelists. The models that included the operationalisation of response time as being
among the latest 10% to respond correctly predicted 60% of attrition for web panelists and 67% of
attrition for mail panelists. When response time was defined based on whether or not a respondent had
been among the latest 5% to respond, this model correctly predicted 58% of attrition for web respondents
and 66% of attrition for mail respondents.

Overall, the 22 above-described models predicted attrition similarly well, which can also be seen in the
close range of the AICs. In order to fairly evaluate these models, the OCP must be taken into account. The
overall correct predictions are also similar to one another. There are three possible explanations for this
similarity: First, the operationalisation may truly have had a similar relationship to attrition. Second, the
similarity could be attributed to the random threshold, which works well when a variable is equally
distributed. In our case, we had a skewed distribution, with which the randomly chosen threshold did not
fit very well. In cases for which maximising correct predictions is more important than finding a fair
method of comparing models, thresholds should be chosen empirically based on the threshold at which
the highest OCP can be predicted. Third, the models predicted similar relationships to attrition because
the covariates were identical. We believe that all these explanations apply to a certain extent, but the



similarity between the correct predictions of attrition can be especially attributed to the third explanation.
Two models that share all variables except for one – which was differently operationalised in the two
models – should lead to similar predictions of attrition. In order to be able to more easily evaluate the
models, Column 6 provides the product of the CPA and OCP. The seventh column (i.e., “Ranking”)
provides a ranking of the operationalisations based on the product of the CPA and OCP. As we can see, for
web respondents, response time can predict attrition best when it is operationalised either (i) as response
before or after seven days after the field start or (ii) as a metric share of prior respondents. For mail
respondents, the metric operationalisation of response time works best. Due to the similarity of the
results, we recommend that future work that investigates response time conduct a robustness check
using multiple operationalisations.

Conclusion & discussion

In the present study, we operationalised response time in multiple ways and estimated the association
between each operationalisation and panel attrition. Then, we compared the predictions of attrition that
had been estimated by each model. We focused on 13 operationalisations of response time that are
commonly used in the literature. The operationalisations were based on (i) the number of days it had
taken a respondent to respond, (ii) the number of contacts, and (iii) the proportion of respondents who
had participated prior to a given respondent. We found that many – albeit not all – of the
operationalisations of response time were significantly related to panel attrition. The regression models
predicted attrition similarly well. With regard to the mixed findings in the extant literature, the source of
the variance was clearly not the operationalisation of response time, at least not when panel attrition was
the variable of interest. Instead, the mixed findings may be attributed to different survey design features,
such as field time or response rate.

Almost all of the operationalisations in our study were significantly related to panel attrition, and these
operationalisations resembled one another in terms of both how well they could predict attrition and the
accuracy of their overall predictions. Although the predictions of attrition were similar, we found that the
operationalisations of response time as a metric share of prior respondents and as response before or
after seven days after the field start worked best for online respondents and that the operationalisation of
response time as a metric count of days until response worked best for mail respondents. Using these
operationalisations, the balance between overall correct predictions and correctly predicted attrition was
better than when using the alternative operationalisations with the data we used. One drawback of most
of the operationalisations of response time that were applied in our study was that a variable that offered
metric information – namely the day of the response or the share of prior respondents – was only used as
a binary variable. A metric variable would have offered a richer potential for analysis, and the behaviour
of the respondents could have been analysed in greater detail. Thus, when researching response time, it
may also be advisable to apply a metric operationalisation.

The present study is not without limitations. First, we only focused on the association between the
operationalisations of response time and panel attrition. However, other data-quality indicators also exist,
such as item nonresponse, straightlining, and the consistency between two measurements, any of which
can be associated with response time. Future studies should thus examine the impact of different
operationalisations of response time on these data-quality indicators. Second, our study considered the
entire process of participation in our operationalisation of response time. In other words, the time it took
a response to reach the researchers was counted for the operationalisations of response time in the mail
mode. An alternative would have been to count only the time it took a participant to respond. Indeed,
after responding, mail-mode participants still had to take the questionnaire to a mailbox. We regard this
process as an important part of participation; however, it is possible that this process is not relevant to



other studies. Third, the operationalisations of response time could not always be applied to the mail
mode and were thus not always disjointed. For instance, reminders were sent on a specific day, and we
thus cannot know whether a given response was related to the day or to the reminder. This distinction
could be experimentally varied in a future study.

Despite these limitations, our study offers added value for survey practitioners and survey methodologists
alike. Indeed, it provides a summary of many operationalisations of response time and also indicates the
advantages and disadvantages of the different operationalisations. Our method can aid survey
practitioners in identifying potential future attrition, and it can help survey methodologists in determining
which operationalisation should be used in future studies on response time. Survey practitioners can
easily test which respondents are most likely to attrit by evaluating respondents’ response time. This
process is easy to implement and does not require much time or many resources; therefore, the test can
be performed after each survey wave. However, survey practitioners should establish guidelines as to
how to target interventions (e.g., regarding which respondents to address) that fit their survey with
respect to aspects such as field length and attrition rate. In order to establish such rules, practitioners
could evaluate questions such as the budget needed for the interventions, the size of the interventions,
and the number of respondents who should be targeted by the interventions. Particularly late respondents
could be the target of cost-effective interventions, such as additional incentives. Survey methodologists
could additionally apply the method used in our study to other time-related data (e.g., website-login
timestamps) and compare the way in which different operationalisations of these data are related to a
given variable of interest. In terms of response time, our study revealed that the specific
operationalisation is of smaller importance when predicting attrition. Hence, of all the operationalisations
examined in our study, researchers are free to use the operationalisation that is easiest for them to
calculate.

Appendix

In order to illustrate the different operationalisations of response time, in Table A1, we use three fictional
respondents and provide exemplary operationalisations of their response time for one wave. This table
describes the values for the operationalisations of three fictional respondents, one of whom participated
on the first day, by which point in time, 2% of all respondents had already participated. The second
respondent participated after three days, by which point in time, 40% of all respondents had already
participated. The third respondent participated after 50 days, by which point in time, 98% of all the
respondents had already participated.

Table A1: Exemplary response times, and their operationalisations
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