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Abstract : Abstract : The vast majority of Internet surveys are conducted using “online” panels (known as access
panels, online or opt-in panels). As non-probability samples, access panel surveys have been questioned
based on general theoretical arguments and empirical studies. Although convincing, these theoretical
arguments cannot rule out the possibility that a specific survey on a specific access panel may produce
results that are very close to those of a competing, high-quality probability survey. On the other hand,
empirical studies are conducted on a limited set of panels and do not inform on the very nature of
panelists in general that explains the biases observed in most studies in particular. We use a large mixed-
mode probability general population survey to describe the general population of panelists from which
each access panel is a subsample. We found that it has specific online behaviors, compared to the other
Internet users: panelists stand out for their more active and informed online behaviors, making greater
use of social networks, posting more messages, expressing more often political opinions, claiming more
often for their rights or social benefits. Multivariable and propensity score analyses showed that these
specificities are independent of their sociodemographic characteristics. The population of panelists of
online panels forms thus a sampling frame of Internet users that cannot represent the general population
it is intended to represent. This explains why generalizations of results obtained from any access panel
are likely to be biased.

1. Introduction

1.1 Background

Aided by the spread of Internet use among all segments of the population worldwide, access panels have
become essential sources for commercial surveys, whether for conducting opinion polls, consumer
surveys, market research or even sociological studies. Access panel surveys are based on non-
probabilistic and often opaque recruitment. They serve as a reservoir for quickly drawing samples and
conducting surveys. As surveys conducted on the Internet, surveys conducted in access panels present a
series of methodological advantages over traditional surveys conducted by interviewers, whether face-to-
face or by telephone. They allow a larger number of people to respond simultaneously and offer
respondents the opportunity to participate at a time that suits them, reducing the duration of the data
collection. Additionally, because they are self-administered, Internet surveys are particularly suitable for
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sensitive topics, reducing the social desirability bias associated with interviewers (De Leeuw 2008,
Tourangeau and Yan 2007). In addition, the cost of Internet probability surveys is generally lower
(Bianchi, Biffignandi, and Lynn 2017, Soullier et al. 2023, Narayan and McGonagle 2021). Surveys
conducted in access panels are even cheaper than their probabilistic counterpart (Mauz et al. 2018),
partly because the recruitment of panelists in access panels is made through an mix of online and offline
procedures while the recruitment of panelists in probability-based panels is conducted off-line and is
costly. As a result, the vast majority of Internet surveys are conducted via non-probability panels (i.e.
access panels), and the revenue from commercial Internet surveys is steadily increasing and currently
exceeds US$142 billion (ESOMAR 2024).

However, Internet-only surveys have drawbacks. First, the mode of collection (self-administered Internet
questionnaires) induces non-coverage for general population surveys. While Internet surveys can
maintain high-quality standards, they are accessible only to individuals with Internet access and sufficient
digital literacy. As Internet usage expands across demographics, this limitation has diminished but not yet
disappeared (Cabrera-Álvarez et al. 2025). Another critical issue arises with the use of “online” or access
panels. Access panel surveys are based on non-probability recruitment that is often not well qualitatively
and quantitatively documented, contrasting with probability-based panels like the Liss Panel
(Scherpenzeel 2009), Elipss (Duwez and Mercklé 2022) or Konwledgepanel (El Malti et al. 2024). While the
recruitment of panelists in the latter is conducted off-line, the recruitment of panelists in access panels
generally uses a mix of online and offline procedures, which reinforces the required digital abilities of the
population it reaches. There is also a growing concern about the quality of data from surveys conducted
in access panels, due to a significant proportion of “bogus respondents”, associated with fraudulent,
mischievous or insincere answers (Kennedy, Mercer, and Lau 2024).

There has been a lot of research, primarily focused on whether or not these access panels are able to
provide reliable population estimates. Examination of the theoretical arguments opposing probabilistic
and non-probabilistic surveys, as well as the more pragmatic arguments concerning recruitment methods
and the practical conduct of surveys within panels, tend to lead to the conclusion that access panel
surveys are less reliable (Cornesse et al. 2020, Cornesse and Blom 2020). Most empirical studies
replicating probability surveys on access panels find less accurate population estimates than probability
surveys, even for pre-election opinion polls (Sohlberg, Gilljam, and Martinsson 2017, Sturgis et al. 2018).
Multivariable estimates may fare better (Pasek 2016, Rohr, Silber, and Felderer 2025), but significant
discrepancies and even opposite associations can still occur (Legleye, Charrance, and Razafindratsima
2015, Brüggen, van den Brakel, and Krosnick 2016, Callegaro et al. 2014). Such studies often achieve
high internal validity but lack external validity, as conclusions typically apply to specific panels or topics
(Cornesse and Blom 2020): many studies found that the estimates vary across panels (Erens et al. 2014,
Burkill et al. 2016, Kennedy et al. 2016, Lavrakas et al. 2022). Systematic comparisons show the
limitations of the reweighting techniques used in access panels studies: usually, only simple margins are
considered, leading to incorrect cross-margins (e.g. gender and age group) (Dutwin and Buskirk 2017,
Pekari et al. 2022). This shortcoming, encourages the possibility of obtaining estimates far removed from
those of the probabilistic reference surveys. There are, of course, more sophisticated techniques,
including the use of probabilistic surveys to produce pseudo-weights and try to reduce the selection bias
(Liu, Scholtus, and De Waal 2022, Eliott and Valliant 2017). But bias reductions are modest, depending
(without a clear pattern) on the subject of the survey, the quotas and the panel involved (AAPOR 2013,
Pekari et al. 2022, Erens et al. 2014, Pennay et al. 2018, Guignard et al. 2013, Legleye, Charrance, and
Razafindratsima 2015, Kennedy et al. 2016, Brüggen, van den Brakel, and Krosnick 2016).

The mechanisms that may lead to bias in estimates of non-probability based online access panels mostly
rely upon theoretical arguments (Mercer et al. 2017, Kohler 2019).  When selection probabilities and



confounders (variables associated with both the probability of survey response and to the studied
outcomes) are unknown, there is a huge risk for the estimates from non-probability surveys to be biased
(Mercer et al. 2017). As it is almost always possible to adjust a sample of respondents drawn from a non-
probability survey so that it is very similar to the general population in terms of basic sociodemographic
characteristics, the remaining biases in estimates are thus to be due to the fact that the selection
mechanism is unknown and that some confounders are not controlled for. However, beyond this general
limitation of non-probability sampling, it is very rare to be able to identify the confounding factors that
are not observed or controlled, and that would allow us to understand the origin of the bias. Furthermore,
demonstrating that a survey based on a single access panel presents significant biases compared to a
probabilistic or administrative reference does not exclude the possibility that another survey, based on
the same panel or a different panel, could produce different and perhaps better estimates, as the
consistency of the panel recruitment mechanism is not guaranteed over time. Traditional statistical
inference based on a single survey conducted within a particular access panel allows reliable conclusions
to be drawn about that panel, but not about the general population of panelists, i.e., the population of all
panels. This is why some methodological studies have combined replications of a given survey across
multiple panels. However, this method does not allow for certainty in covering the diversity of panels.

If we could identify the general behaviors and attitudes of panelists that differentiate them overall from
non-panelists and the population as a whole, regardless of their sociodemographic characteristics, we
could understand why any study conducted on any panel is likely to produce biased estimates of the
general population. A detailed description of the panelist population itself is thus needed, ideally obtained
through a probability survey of the general population. A prior U.S. study (Boyle et al. 2017) attempted
this but used a small sample (n=500) and limited its scope to basic sociodemographics, failing to explain
the discrepancies in survey outcomes.

The present study builds on this literature by comparing panelists and non-panelists within a large-scale
probabilistic sample of the French population, identifying sociodemographic characteristics and online
behaviors that may explain recruitment biases in access panels in general. We also show an estimate of
key indicators based on panelists’ responses alone, and compare them with those obtained for the
general population via the full sample, in order to reproduce what would be obtained, in expectation, from
a representative population of panelists and discuss the implications of our findings.

2. Methods

2.1 The ICT survey

The ICT household survey (survey on information and communication technologies) is an annual
household survey conducted since year 2007 by the French national statistical institute (Insee). The
survey uses a complex random sampling design using the demographic register of dwellings and
individuals as sampling frame. This register is the result of the merger of numerous administrative and
tax registers and lists both dwellings and individuals residing in France. With a coverage rate for dwellings
over 99.5%, it serves as the sampling frame for all probabilistic surveys conducted by INSEE (Lamarche
and Lollivier 2021). Each year, around 30,000 individuals aged 15 and more are randomly selected to
answer the ICT survey about their Internet, landline and mobile telephone equipment and usage in
continental France and in four overseas departments (Guyane, Martinique, Guadeloupe, Réunion) (Insee
2025). ICT uses a mixed-mode telephone and Internet/paper collection protocol. The survey covers people
aged 15 and over, living in ordinary dwellings, one person per household in each dwelling being randomly



surveyed. All contacts (invitations and reminders) are made by post (100% of addresses are known) and
by email when possible (at least one email address is known for 80% of households). The ICT survey
design addresses the risk of selection bias relative to data collection protocol. First, 38,999 households
were randomly selected in the sampling frame, using a stratified systematic sampling method by cross-
stratification of the management region (used to monitor the data collection) and the administrative
region. The age of the reference person in the household (5 categories) and household income (5
categories) were used as sorting variables before sampling. The households without any known telephone
number represented 21% of this initial sample: they had to respond by Internet or by paper and formed
the initial NoT subsample. Among the households with a known telephone number, two groups were
randomly formed: those who had to respond by Internet -or, failing that, by post- and were never
contacted by telephone that formed the initial TI subsample (81%); and those who had to respond by
telephone that formed the initial TT subsample (19%). As households with low income present a low
response rate, an overrepresentation of them was made in each initial subsample, resulting in a reduction
of the number of finally selected households: 99% in the initial NoT, 77% of the initial TI; 69% of the TT.
The final number of selected households contacted for the survey was thus 31,291 (n=7,951 in the NoT,
19,450 in the TI and 3,890 in the TT subsample). The number of selected households in the four overseas
departments was 3,540 (11% of the selected total).

Initial design weights were computed to account for these steps and for the random selection of the
respondent within each household. After a quality check, 98.4% (n=14,892) of the completed
questionnaires were retained (99.6%, 98.9% and 97.4% of those completed by telephone, Internet and by
paper, respectively). Total nonresponse was modeled and corrected independently in each subsample
using the homogeneous response groups method (Haziza and Beaumont 2007). The TT subsample has the
highest response rate and is considered the benchmark for correcting suspected selection biases in the
subsamples surveyed via the Internet: the TI and NoT subsamples were adjusted so that the proportions
of households with a home Internet connection and Internet users in the last three months, by age group
of the household reference person, were equal to those estimated in the TT respondent subsample. A final
calibration based on population sociodemographic variables (sex by age category, education level, region
and household living standard) is done. The response rate (number of respondents / number of individuals
selected) was 56.5% (53.4% for TI and NoT and 77.4% for TT), based on the AAPOR formula 2 (AAPOR
2011).

More importantly, the absence of selection and measurement bias in the mixed-mode ICT survey was
verified in 2021 using a replication of ICT using face-to-face questionnaires (Legleye, Viard-Guillot, and
Nougaret 2022).

2.2 Identification of the panelists

The question used to identify the panelists was the following: [If the respondent has used Internet at least
once; only one answer allowed] “Have you ever been a member of an online panel, i.e. regularly
answered questionnaires on the Internet, usually in exchange for vouchers? (1. Yes, you are currently a
member of an online panel; 2. Yes, you were once a member of an online panel, but you’re not anymore;
3. No, you don’t know what it’s like; 4. No, never; Don’t know, refusal). The question regarding motivation
to register in a panel the first time was: “What motivated you to take part in your first panel? (1. Rewards,
gift vouchers, discounts; 2. Advice from a friend or acquaintance; 3. Curiosity; 4. The feeling of being
useful; 5. You like to give your opinion and express yourself; 6. Another reason; Don’t know/refusal)”.



2.3 Outcomes

Most of the outcomes come from questions that were asked only to Internet users. A series of 20
questions describing basic activities online (sending emails, consulting one’s bank account etc.) were
asked only to the internet users in the last 3 months. Other sets of questions were asked to the Internet
users in the last 12 months: 16 describing online purchases, 10 describing the use of administrative
service online, 3 describing financial operations etc. We picked-up only some of these questions for this
paper but similar results were obtained for the other questions. We wanted to capture the most general
attitude towards self-expression online (including the few questions about expressing its political values
and preferences), information seeking, financial operations. The questions are translated in Annex.

2.4 Analytical strategy

Percentages and means were used to describe the sample while Chi² tests, t-tests, Wilcoxon tests, and
multivariable Poisson regressions with modified variance (Zou 2004) were used to compare the panelists
to the remaining interviewees for a set of behaviors with risk ratios (RR). The significance threshold was
set at 0.05: all results presented in the text had a p-value below. Controls in the multivariable analyses
(hereafter named ‘ceteris paribus’) were: sex, age (introduced in splines), education (4 levels), quintile of
standard of living, affective situation (3 categories: in couple with someone inside / outside the dwelling,
not in couple), number of children under 14, and urban unit size (5 categories). Additional controls were
introduced when relevant: frequency of internet use (less than once a week, at least one time a week,
one time each day, multiple times each day), mode of collection (3 categories: telephone, internet and
paper). For the study of the use of administrative and of financial services online, the number of basic
online activities (out of 20, see Annex Set of questions 1) was also added; for the study of administrative
claims, the number of administrative services used was also added.

To ensure that the apparent differences between panelists and the rest of the sample were not partially
due to the mode of collection, we systematically replicated the analyses to Internet respondents only
(whatever their initial allocated subsample was: TT, TI or NoT). This eliminates the classic social
desirability and satisficing biases that can affect comparisons between self- and hetero-administered
samples (De Leeuw 2008, Sakshaug, Cernat, and Raghunathan 2019, AAPOR 2020, Buelens and Brakel
2010).

To produce the estimates that one would obtain whether only the panelists were interviewed (as in a
fictional access-panel survey), we used inverse probability weighting. We duplicate the panelists and
create a composite database comprising the whole ICT sample on the one hand, and the duplicated
panelists on the other, keeping the original ICT weights. Using a weighted logistic regression, we modeled
the probability of being in the duplicate panelists sample (instead of the ICT base), controlling for age
(introduced in splines), sex, education, quintile of standard of living, living in couple, number of children
under 14, and urban unit size (with age introduced in splines). Based on this predicted probability, we
calculate the ATC weighting (average treatment for the controls), which consists in leaving the ICT
weighting unchanged and modifying that of the duplicated panelists to make them resemble the ICT
sample, i.e. the target population (Austin and Stuart 2015). Standard mean deviations (SMD) were
computed to assess the final differences between the ICT sample and the duplicated ATC-weighted
panelists subsample for sociodemographics: all were below 20, a common accepted threshold (Austin and
Stuart 2015). Note that this process restricts the analysis either to the last 12 months internet users or to
the last 3 months internet users, depending on the outcomes.



As the number of panelists in the ICT respondents’ sample is below 1,000, we do not show decimals for
the percentages; however, we keep two decimals for the risk ratios and confidence intervals. All statistics
were computed using final calibrated weights, accounting for the selection probability (of the household
and of the individual within the household) and the total non-response correction. There were almost no
item missing values (less than 0.1% for each outcome or sociodemographic variables).

3. Results

Note that for all the behaviors studied hereafter, no significant difference has been observed in the
multivariable analyses between current and former panelists or between panelists reporting that their
motivation for their first enrollment in a panel was the motivation for additional income (n=257) and the
other panelists (n=455).

3.1 Panel registration

Of the 14,892 respondents, 89.3% (n=12,899) have used Internet in their lifetime: 85.4% within the last
three months, 1.4% within the last year and 2.5% previously. The questions relating to the panels were
asked only to the lifetime Internet users. In total, 712 people said they were or had been members of a
panel (227 currently, 485 previously) and 1,643 said that they do not know what a panel is. There was no
missing value to this question. The general population of panelists thus represent 5.5% of the French
population aged 15 and more (including 1.8% of current panelists), and 6.2% of lifetime Internet users
(including 2.0% of current panelists). The proportion of respondents ignoring what an access panel is was
13.8% among the ever Internet users: this proportion decreased with the frequency/recency of Internet
use (13.6% for the users in the last 3 months, 18.0% among those who used Internet previously in their
life).

Panelists were more often women (62% vs. 53%) and lived more often with a partner (62% vs. 55%), in
larger households (2.9 vs. 2.6 members on average) and had higher education levels (6.5 vs. 5.1 on
average, on a scale of 1 to 11). They were more likely to be working (67% vs. 51%) or studying (11% vs.
9%). Their household living standards did not differ significantly. They were younger (mean= 41 vs. 50
years, median=39 vs.50), the difference being most pronounced at older ages: the first decile is common
to both groups (22 years), and the 90th decile is higher for non-panelists (76 years vs. 63 years), meaning
that the age rank 15-63 comprises 90% of the panelists in the general population.

3.2 Mode of collection for response and sociodemographic profile of
panelists

Overall (Table 1), panelists were concentrated among Internet respondents (8% vs. 4% among paper and
telephone respondents, p<0.001). In the “ceteris paribus” multivariable analysis (Table 2), women were
significantly more likely to report being or having been panelists than men (RR=1.58 [1.37; 1.82]), as
were students relative to those employed (RR=1.73 [1.21; 2.48]). While income had no marked overall
effect except that relatively to people whose standard of living is in the fifth quintile, all others were
around 15% more likely to be panelists (RR=1.15 [0.99; 1.34], p=0.074). In contrast, the effect of
education level is relatively linear, with the probability of being a panelist increasing with the level of the
diploma. The probability of being a panelist was slightly higher in the Paris urban area than elsewhere
(RR=1.18 [0.99; 1.40], p=0.064) and lower in large urban areas than in Paris’ one. The association
between being a panelist and the mode of collection is confirmed, with panelists concentrated among



Internet respondents rather than telephone respondents (RR=1.62 [1.32; 2.00]).

Table 1Table 1: Distribution of the panelists by effective mode collection

Table 2Table 2: Associated factors to register in a panel during life (risk ratios and 95% confidence intervals)

Table 3Table 3: Online behaviors of panelists and non-panelists

https://surveyinsights.org/wp-content/uploads/2025/09/Table_1.png
https://surveyinsights.org/wp-content/uploads/2025/09/Table_2.png


3.3 Panelists’ reasons for registering

The desire to increase income was the main reason to enroll in a panel (cited by 78% of panelists, and as
unique reason for 39% of them: n=257), far ahead of curiosity (35%) and the desire to express oneself
(29%) or to be useful (20%). Recommendations from friends were cited very rarely (7%).

3.4 More diverse, active and militant Internet use

Unsurprisingly, panelists were more likely to use the Internet: 93% were daily users, versus 70% of non-
panelists. They were more likely to use GPS and mapping systems (94% vs. 78%), streaming services
(82% vs. 66%), and social networks (86% vs. 67%) (See Table 3). These results remained ceteris paribus
(see Section 2.4).

Among Internet users over the last 3 months (Table 3), panelists reported more Internet activities over
the past 3 months: 12.0 vs. 9.1 on average (out of 20 possible activities listed in Annex, set of questions
number 2, p<0.001). The differences were notable for publishing content (posts) on social networks (68%
vs. 46%), using instant messaging (83% vs. 66%), consulting news or information sites (73% vs. 57%),
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expressing opinions on civic or political issues via websites or social media (22% vs. 12%), taking part in
online consultations or votes on civic or political issues (18% vs. 9%), listening to or downloading
podcasts (33% vs. 17%) or seeking health information (72% vs. 54%).

These differences hold ceteris paribus (with additional controls): for example, panelists used more often
instant messaging (RR=1.10 [1.02; 1.19]) and social networks (RR=1.31 [1.20; 1.42]). But above all, they
expressed their political opinions more often than the others via these media: RR=1.61 [1.36; 1.89] for
the expression of political opinions and RR=1.64 [1.38; 1.95] for votes or online political consultations.
For consulting news sites, the difference with non-panelists was lower (RR=1.13 [1.04; 1.24]) but
panelists more often informed or entertained themselves via podcasts (RR=1.49 [1.31; 1.69]) and they
more often search for medical information (RR=1.22 [1.12; 1.33]).

Panelists were also more likely to have carried out financial transactions: taken out insurance (16% vs.
7%), taken out a loan (6% vs. 3%), bought or sold financial products (10% vs. 4%). They report more often
having taken part in online training: in a course (26% vs. 15%), in a training medium or aid other than a
course (29% vs. 18%). These differences persisted ceteris paribus (RR=1.30 [1.13; 1.51] for courses and
RR=1.33 [1.16; 1.53] for training aids).

3.5 A more active use of administrative services online

Among Internet users in the last 12 months, panelists reported more often a large series of administrative
actions on official administrative websites in the last 12 months: accessing personal data (73% vs. 50%),
printing an official information or application (73% vs. 55%); requesting an official personal document
(47% vs. 30%); requesting a social benefit (46 % vs. 27%); making requests, claims or complaints (12%
vs. 5%). Again, these differences persist ceteris paribus (with additional controls).

3.6 Robustness to mode of collection

Restricting the analysis to the Internet respondents only let the results almost unchanged. For example,
RR=1.59 [1.29; 1.95] for political expression (vs. RR=1.61 [1.36; 1.89]), RR=1.44 [1.15; 1.18] for online
vote (vs. RR=1.64 [1.38; 1.95]), RR=1.14 [1.02; 1.27] for visiting news sites (vs. RR=1.13 [1.04; 1.24]),
RR=1.40 [1.19: 1.65] for listening to podcasts (vs. RR=1.49 [1.31; 1.69]) and RR=1.22 [1.08; 1.36] for
seeking medical information (vs. RR=1.22 [1.12; 1.33]). The same was true for all the analyses above.

3.7 What would be measured if we only surveyed panelists to represent
the Internet users?

To estimate the counterfactual measures that would be obtained if we interviewed only (current or past)
panelists to represent the Internet users (comprising the panelists), we used the ATC weighting procedure
described in section 2.4. It makes the subsample of panelists resemble the general population, as
represented by the ICT sample as a whole, for a large set of sociodemographic characteristics: the
standardized differences for the sociodemographics were all below 10 except for one category of standard
of living (Table 4). Doing this, almost all the counterfactual estimates were significantly different from
those obtained with the whole ICT sample (Table 4). In accordance with the multivariate results shown
above, differences were particularly significant for active and militant uses of the Internet: searching for
health information (70% in panelists vs. 55% in the general population of internet users), political
expression and voting online (21% vs. 12% and 18% vs. 10%, respectively), use of social networks (78%



vs. 69%) and posts on social networks (61% vs. 48%), taking online training courses (21% vs. 16%) or
financial transactions online, etc. The differences were also marked for the use of administrative services
online: for accessing personal data (72% vs. 51%), obtaining administrative information (72% vs. 51%)
etc.

Table 4Table 4: Inverse probability weighting of the panelists’ subsample

Table 5Table 5: Counterfactual estimation of Internet uses in panelists
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4. Discussion and concluding remarks

Our study is the first in France to describe the general population of access panelists, rather than the
members of a single panel, using a high-quality probabilistic and mixed-mode survey of the general
population aged 15 and over. One strength of this study is its reliance on a large probabilistic survey with
a high response rate, which proved to be immune to the measurement and selection biases that can
affect online or mixed-mode surveys (Legleye, Viard-Guillot, and Nougaret 2022).

We found that, from a socio-demographic point of view, panelists and non-panelists appeared similar, with
the exception of age and diploma, the former being younger and more educated than the latter. However,
our multivariable analyses, using a large set of control variables including age, revealed many significant
behavioral differences between the two groups. The general population of panelists differ from the
general population in their comfort with the Internet, using it in a more diversified, efficient, and secure
manner. They are more proficient in administrative and financial procedures and more capable of
asserting their rights, obtaining information, campaigning, and expressing themselves politically.
Restricting our analyses to Internet respondents only confirmed these findings: the population of panelists
is a biased selection of the general population based on their particular use of the Internet, not the
frequency of use or time spent, but the purposes of their use. In other words, the selection of access
panelists occurs according to a non-ignorable mechanism (Rubin and Little 2002). This suggests that
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samples of panelists, even when calibrated to the target population margins, cannot accurately estimate
the prevalence of a wide range of online behaviors, and outcomes strongly associated with these online
behaviors.

While past methodological studies have shown discrepancies between access panel samples and the
general population, their results cannot generalize to all panels since each is not a probability sample of
the general population of the panelists. The study by Boyle et al. (2017) showed that the population of the
panelists differed in terms of sociodemographics. Our study adds that the population of panelists is highly
selective, not so much according to socio-demographic criteria, but rather because of their use of the
Internet and their attitudes towards information and politics. Like previous theoretical and empirical
studies published on the quality of non-probabilistic Internet surveys, our study does not totally rule out
that a study conducted within a single panel might occasionally produce accurate indicators for some
behaviors. However, our findings suggest that this is highly unlikely, as the specific relationship to
information and politics displayed by panelists is very pronounced and will have consequences for a wide
range of themes. We thus believe that our study, by identifying a very general and measurable
characteristic of access panel members, helps to strengthen the persuasive power of the classical
theoretical arguments against panels.

This study has several limitations. The small sample size made it difficult to distinguish between current
and former panelists, and we had only a limited set of questions regarding panel membership, all focusing
on Internet use or online behaviors. However, the specific behaviors we identified are very general and
relate to the relationship with information, politics, and self-expression. Therefore, they can affect and
bias the study of a wide range of subjects related to those, including off-line behaviors.

Second, although we intended to study the non-probability panels, our question identifying the panelists
does not clearly distinguish non-probability from probability panels, and commercial from non-commercial
panels or even from longitudinal health surveys. When the ICT survey was conducted in 2022, the ELIPSS
panel was the only probability panel in France, and it comprised 2,200 members (Duwez and Mercklé
2022) while the KnowledgePanel was launched in 2024 with 15,000 members (El Malti et al. 2024). Two
large cohort had existed since 2016: a non-probability online survey focusing on nutrition claiming
180,000 current or former members in 2025 (Drewnowski and Fulgoni 2025, Kesse-Guyot et al. 2013) and
a health survey whose sample was mostly drawn in the national health insurance registry claiming
220,000 current and formers members in 2025 (Zins, Goldberg, and team 2015). But these are
specialized scientific surveys with no incentives and could not, a priori, be confused with an access panel.
It is hard to find detailed numbers of members of commercial non-probability panels but in 2025, adding
the public numbers of only two French companies leads to at least 2.3 million panelists (Creatests 2025,
Harris Interactive 2024) and there are dozens of them (the official records comprise 2,258 companies
conducting market research in France in 2020 (Insee 2021). We can thus be confident that the vast
majority of panelists in the ICT survey were active in access panels.

The third limitation is the fact that the sample concerns France only, a western country with a high rate of
Internet use (World Bank 2025) and a long tradition of polls and surveys. Although these economic and
cultural traits are common in western countries, transferring our results to other regions of the world may
be difficult.

Consistent with previous findings (Keusch, Batinic, and Mayerhofer 2014), we found that the main reason
for joining a panel was to increase one’s income, cited by 78% of panelists and the sole reason for 39% of
them. Our data did not show a significant association of this motive for registering with any specific



behavior among panelists but this result may be challenged with a larger sample: direct questions about
panelists’ incomes during their active participation could shed light on the issue. Our study did not aim to
investigate the motivations of panelists beyond providing a summary description of the main motivations
for initial registration. In particular, motivations may vary over time, shifting from an extrinsic motivation
dominated by the lure of financial gain to a more intrinsic motivation dominated by a sense of social or
economic utility or curiosity and enjoyment in responding to a variety of questionnaires, many parameters
being associated with the initial and the long-term participation (Keusch 2015). It’s worth mentioning that
an in-depth journalistic study published in a major national newspaper and carried out in late 2021 in
France showed that claims of quality control (checking identity, duplicates, etc.) in panels were largely
unfounded, as none of the multiple registrations under false identities were detected during the
registration process and solicitations to take part in surveys were often much more frequent than stated
in the panels’ internal regulations (Bronner 2021). These findings corroborate the results of a quantitative
survey held in the US: reports of insincere and fraudulent sociodemographic characteristics were common
in some minority groups or those with low socioeconomic status (Kennedy, Mercer, and Lau 2024). It is
therefore likely that the promises of financial gain offered by access panels contribute to recruiting
members who are less scrupulous about the quality of their responses, at least for some time, before
changes in behavior can eventually correct this (either by quitting or changing one’s attitude). The ICT
methodology completely excludes duplicates and virtually eliminates false socio-demographic
declarations. The respondent sample is also relatively immune to measurement bias, and the brevity of
the questionnaire and the non-sensitive nature of the questions further exclude social desirability or
satisficing bias. It contains a probabilistic sample of the general population, members of access panels
included, so the behavioral differences observed are truly attributable to personal characteristics specific
to panelists in general, and not to a subsample of novice or long-time panelists or those who are
(temporarily) unscrupulous in their responses.

Finally, the complex weighting process of ICT was designed to balance the Internet equipment rate and
the frequency of Internet use of the respondents of all subsamples, considering the telephone respondent
TT subsample as a benchmark. In spite of this, we found that the proportion of panelists was higher in the
subsample that responded on Internet than in those who responded by telephone, although the two were
selected or by paper. This raises a doubt: respondents who are used to answering surveys in an online
self-administered mode might have chosen not to participate by telephone and paper, therefore leading
to selective non-response. It certainly results in an underestimation of the proportion of panelists in the
general population. However, our main results concern the specific online behaviors of the panelists and
were obtained adjusting for a large series of controls including the data collection mode and the
frequency of Internet use; it is likely that they would not be changed with a different weighting scheme.
Nevertheless, we acknowledge that this suggests that some improvement in the weighting scheme could
be made.

As Tourangeau reports, “the combination of coverage, selection, and nonresponse errors has greater
cumulative effects than nonresponse error alone” (Tourangeau 2020), leading to greater total error in
access panel surveys than in probability surveys, even those with low response rates.

Access panelists differ from the general population of Internet users, and they differ even more from the
general population, a significant proportion of whom lack ordinary Internet access or the skills required to
be regular Internet users. Surveys requiring accurate general population estimates should avoid relying
solely on access panels.
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